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Syllabus 
Computer Application in Statistics 

 
Learning Objectives  

- The students will learn the basic components of statistics and use of computer in the same.  
- Develop the base acumen for using computer in real world statistical problems. \ 
- The students will develop the calculation skills with a base acumen of using computer 

application for the same.  
- Will be able to resolve the statistical problem in the field of management, IT and ITES.  

 
Unit 1 
Statistical Population, Census, Sampling, Advantages of Sampling, Classification, Objectives of 
Classification, Basis of Classification, Types of Classification, Spreadsheet, Preparation of 
Frequency Distribution, Bar Chart, Pie Charl, Frequency Curves and Ogive Curves, Methods of 
Counting, Counting Techniques, Fundamental Principle of Counting, Multiplication Principle, 
Addition Principle.  
Unit 2 
Factorial Notation. Permutations, Combinations, Some Standard Results, Solved Examples.  
Unit 3  
Elements of Probability Theory, Sample Space and Events, Discrete Sample Space, Events, 
Occurrence of an event, Algebra of Events, Complementary Event, Union and intersection of Two 
Events, Union of Three Events, intersection of Three Events, De Morgan's Laws. Classical 
Approach of Probability, Probability of an Event: Equally likely Outcomes, Limitations of the 
Classical Definition, Axiomatic Approach, Probability of an Event: Properties, Independence of  
Standard Discrete Distributions.  
Unit 4 
Concept of a Random Variable, Discrete Random Variable, Probability Mass Function (PMF), 
Cumulative Distribution Function (CDF), Mathematical Expectation, Properties of Expectation, 
Variance, Standard Probability Distributions, Discrete Uniform Distribution, Cumulative 
Distribution Function (CDF), Bernoulli Distribution, Binomial Distribution. 
Unit 5 
Simulation Techniques, Random Number Generator, Monte Carlo Simulation, Model Sampling, 
from Discrete Distributions, Computer Aided Simulation, Merits and Demerits of Simulation.   
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lntroduction

The word 'Statistics' is well known to us. We all are aware that, it has something to do with
numerical figures, tables, averages, rates and so on. The usage of the word Statistics is now common
in our daily life. Many a times we express the situation with the help of numbers and take
appropriate decisions on the basis of available data.

For example,

1. We express the weather conditions by reporting minimum and maximum temperature of a

day.

2. We talk about performance of a student using marks secured in the examination.

3. A cricket team is selected with the help of performance of batsmen, bowlers in various
domestic and international cricket tournaments.

4. A person prefers a two wheeler automobile based upon the fuel efficiency that is, based upon
the mileage per litre of petrol.



5. We come across statistics related to crimes, accidents as well as about literacy, population etc.
through different media, by which we judge the socio-economic status of localities.

6. The individuals interested in investing money in stocks are keen about the prices of stocks as
well as about the stock exchange indices.

7. 16 cricket players have scored over 8000 runs in One-Day Internationals.

8. 5,50,000 people in India die of cancer every year.

9. Percentage of pass students of S.S.C. board, March 2007 examination in Maharashtra
increased by 6.

10. Seven percent of the world's population is lefties.

The above list can be expanded limitlessly. All the above quoted examples are statistical situations.
In fact, in all walks of life the use of Statistics is inevitable. We are showered by lot of statistical
information and it is necessary to make use of this information for the benefit of all. Thus,
understanding and leaming Statistics and statistical techniques is the need of today. We start with the
historical background of Statistics.

2. Definitions

"Statistics are the classified facts representing the collections of the people in a State ...
specially those facts which can be stated in number or in tables of numbers or in any tabular or
classified arrangements".

"Statistics are numerical statement of facts in anv
each other".

Webster

depanment of enquiry placed in relation to
Bowlev

"By Statistics we mean quantitative data affected to a marked extent by multiplicity of
causes". Yule and Kendall

"The science of Statistics is essentially a branch of applied mathematics and may be regarded
as mathematics applied to observational data". Sir R. A. Fisher

"Statistics may be defined as the ag$egate of facts affected to a marked extent by multiplicity
of causes, numerically expressed, enumerated or estimated according to a reasonable standard
of accuracy, collected in a systematic manner, for a predetermined purpose and placed in
relation to each other'' . Prof. Horace Secrist

"Statistics is the science ofcollection, presentation, analysis and interpretation".
Croxton & Cowdcn



3. Statistical Population

In any statistical investigation, it is important to identify a group or aggregate or total mass of
individual items which is to be observed. This identification of group depends on the concrete
definition of the problem. Such as,

o To estimate percentage of defectives in the mass production, the total production is the group
to be observed.

o To study the socio-economic status of families in city, all the families residing in the city is
the required group.

o To study performance of a motorcycle with respect to fuel efficiency of a particular company,
all motorcycles running on the road of the company may be considered as the required total
mass.

o ln biodiversity studies, the total vegetation in a particular area is the required totality.

We can list number of such examples. In all above examples, total groups or totality are called as

populations. In common dialect, the word population is used in limited sense and it means that an
aggregate of particular kind of animates, e.9., number of lions in India, number of persons in India,
number of students enrolled for a particular course, etc. But in Statistics, the word population is used
in wider sense. It means an aggregate of individuals or objects or results of an experiment etc. under
consideration. Hence statistical population may consists of group of men, animals or the set of non-
living objects like villages, houses, cars or any manufactured product or agriculture produce. (Refer
to above mentioned examples). Sometimes the word 'UNIVERSE' is used in place of word
population.

Definition

An aggregate or totality of objects or individuals under consideration
is called population or universe.

Statistical Population

In the statistical investigation, it is assumed that every object in the population under consideration
possesses certain quantitative or qualitative characteristics. The observations on these characteristics
collectively called as statistical population.
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An individual or object belonging to a population is called a member or an elementary unit.

Each elementary unit possesses certain characteristics, which may be qualitative or quantitative. One

or more characteristics of elementary units may be of interest in a given population or problem. The
result of study of characteristic of elementary unit is called as an observation. Hence, sometimes
population may be defined as totality of observations of all elementary units.

For example,

1. In study of performance of students in an examination, marks of the students will form
statistical population,

2. In the study of relationship between height and weight of normal adults, the observations on
height and weight will form a statistical population.

A population containing finite number of members (elementary units) is called finite population,
(No. of students in college). A population containing infinitely many elementary units is called
infinite population. In many cases, the number of members in a population is so large as to be
practically infinite. e.g., no. of leaves on a tree, no. of screws produced etc.

To study properties of population, data are collected by census or may beby sampti.ng methods.

4. Gensus

In this method, each and every elementary unit in the population is examined and observations are

recorded. It is also called as complete enumeration. Population census in India is conducted regularly
at the interval of 10 years. The necessary information about every individual in the family is

c6ilected by enumerators visiting every household.

Limitations of Gensus Method

Census method provides reliable results, being complete enumeration. It is a voluminous
work, therefore, it is expensive, time consuming. It is labourious, that is, it requires a large

amount of manpower.

In some cases census is not possible. If the objects under study are exhaustive or destructive in
nature, then census is impracticable. For example, in blood examination, entire blood can nol

be tested. Similarly, in testing destructive power of explosives/ ammunition, testing life of an

electronic component, etc. census method can not be used.

If the population under study is infinite, census method can not be used.

lt.

ll1.
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Sampling

of the characteristic features of science of Statistics is that, it is concerned with the study of
:rties of population and not with the study of properties of individuals. ff we are require-d to

tudy a particular characteristic, say X, of a cdrtain population, it may be difficult to obtain
nformation about X from every member of the population as it may be large and collection of

ormation may mean huge expenditure in terms of time, money and labour. In such cases, a small
rup of elementary units, which represents the population in all its characteristics, is selected for

bservation. We collect the required information from such a small group of members of the
opulation and from this information we infer about the properties of the population. This is known

llustrations

In medical diagnosis, blood examination is very common. For the purpose a small quantity of
blood is taken from individual. This we call as blood sample. The blood sarnple represents the
whole quantity of blood (blood population) in the body and represents all the characteristics of
the population. Note that, here blood census is impracticable.

While purchasing food grains, we inspect a handful of food grains (sample) from the lot of
grains in a gunny bag (population). We infer about the quality of grains from this sample. It is
not necessary to inspect the whole lot.

In computing BSE Sensex, trading figures of stocks of a small group of listed companies are
used. Morg than 8000 companies are listed in Bombay Stock Exchange.

For market promotion of a newly developed product, sample surveys are conducted by
selecting families from a city. These families are generally contacted by telephone. Sample is
drawn using telephone directory of the city. Thus the list of telephone holders becomes the
population.

A manufacturing company accepts lots from its vendors based on sample inspection. The lot
submitted for acceptance is population. The rule may be if the sample contains less than or
equal to "d" defectives, then accept the whole lot.



Note that, sampling is accepted as a way to collect required information and it is considered to be

scientific procedure of selecting units from the population. A sample is a representative of the

population in all its characteristics, therefore, it is necessary to draw a sample carefully using proper

scientific methods.

6. Advantages of Sampling

In most of the cases the sample survey is beneficialfor various reosons over census.

i. Less time consuming: A sample is a small part of the population. Thus, the volume of work is
very small as compared to census. Thus, considerable time and labour are saved when sample

survey is carried out. Time is saved not only in collecting data but also in processing it.
Consequently, a sample provides more timely data in practice than census.

ii. Less cost: The cost per unit of collecting information from units in a sample is always more

than that in case of complete enumeration. Even then the total financial burden of sample
suvey is generally very less than that of census. This is because a sample is a part of the

population and hence the number of units to be examined is very less. This ensures less

expenditure on sample survey.

iii. More reliable results: As compared to complete enumeration, a limited number of units are

to be examined or processed. Therefore, it is possible of avail services of experts, well trained
staff and use of modern techniques of measurements to increase accuracy of results. As
volume of work is very less in sample survey, it can be completed efficiently and without
fatigue.

iv. Greater scope: If the population under study is infinite or too large or cost per unit of
examination is very high, census is impracticable. If the units in population are exhaustive or
destructive in nature, then sampling is the only alternative to study the population.
For example, to estimate life of an electric bulb, a sample of bulbs can be tested. Life test of a
bulb means burning the bulb until it fuses off. A new remedial drug manufactured on a

particular disease can not be tried on all the patients suffering from the disease. lnstead a

sample of patients can be treated to start with.

However, in certain cases population census is unavoidable. When the sampling errors are not
permissible or the characteristic under study is a rare one ;hat may not be properly reflected in
the sample, complete enumeration becomes mandatory.
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Population

7. Glassification

ln previous sections, we have seen process of data collection. In special statistical investigation for
the given population, we are interested in some particular characteristic of the individual, that
characteristic is referred to as 'characteristic under study'. Then the first step is to collect information
on the characteristic under study from the individuals. The information is collected through surveys
or experiments. The collected data are usually in a haphazard and unsystematic form. These data are
not easy to comprehend, analyze and interpret about the population. These data are known as 'raw
data'. Hence it becomes necessary to arrange or organize data in a form, which is suitable for
identifying groups of units, for comparison and for further statistical treatment or analysis of data.

In general, the raw data consist of observations on two types of characteristics, namely, descriptive
and numerical.

For example,

i. a person is either male or female,

ii. a system is functioning or non-functioning,

iii. an individual is a senior citizen or not.

iv. a novel is good orbad,

v. income of a family,

vi. wholesale price index,

vii. height (in cm) of a person,

viii. percent marks secured by a student in an examination, etc.

XXXX X X X XX XX X X XX XX
X XXX XX XX XX X X XX X X, XXX

X X XX\X X XXXXX X X

X\X X XIXX XXXX XX
XXXXXX XXXX

XX XX K. X XXX
xx x xxx xx x

Sample
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Observe that, the characteristics described in (i) - (iv) will be descriptive and that in (v) - (viii) will
be numerical in nature. Therefore, we need to use of proper methods while arranging the data in
suitable form. In the following discussion, we learn how to arrange the data for further treatment.

The placement of data in different groups according to resemblance is called Grouping. Grouping

the data and thus describing measurements and observations is the basis of statistical analysis.

Ctassification: The process of arranging raw data into homogeneous and non-overlapping groups of
observations according to similarities and dissimilarities is called classification.

Classification helps to exhibit a characteristic properly. The collected information, that is, raw data

are very complex, thus to make it easy to understand, classification is necessary.

7.1 Objectives of Glassification

The principal objectives of classifying the data are:

i. To condense the mass of data in such form that similarities and dissimilarities can be readilv
observed.

To arrange large number of figures in a few classes according to common features.

To omit unnecessary details.

To facilitate the comparison within and between data.

To bring out prominent figures in the data.

To facilitate further analysis of data.

7.2 Basis of Glassification

Data are classified on the basis of descriptive and numerical characteristics. Classification based on

descriptive characteristic is known as qualitative classification or classification by attributes. While
classification based on numerical characteristic is known as quantitative classification or
classification by variables. These bases of classification give ui different types of classification.
Thev are described below:

vi.



7.3 Types of Glassification

Geographical Classification: Grouping the data according to geographical areas, that is,
according to cities, districts or states is called geographical classification. For example,
number of accidents in Maharashtra can be classified with cities.

ffiPl$.ilri i,l$irlp,lj$$1flfix
Mumbai 5402

Nagpur 2371

Nashik 1 259

Pune 3267

Geographical classifications are usually listed in alphabetical order. Geographical
classification is essentially a type of qualitative classification, but is generally considered as a
distinct classification.

Chronological Classification: In this classification, data are arranged according to time, that
is, weekly, monthly, quarterly, half yearly, annually, quinquennially, etc. Chronological data
show figures concerning a particular phenomenon at various specified time points. Such data
are also known as time series.

ffi iF'$p$Jsiid,$j
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1 951 35

1 961 44

1 971 55

1 981 68

1 991 84

2001 100

Qualitative Classification: The characteristic which is
qualitative or descriptive in natue and can not be measwed,
that is, not expressible in numerical figures is called as an
attribute. It is not possible to measure the attribute but its
presence or absence in an individual can be observed.
For example, Religion, literacy, gender, etc. If the data are

classified on the basis of attributes, then the classification is
called as qualitative classification.



lY.

Qualitative classification is of two types.

a. Simple classification: If the units are classified in to two groups, one possessing a
particular attribute and the other not possessing the attribute, then it is called simple
classification. For example, a group of individuals can be divided into group of males
and group of females or group' of literates and group of illiterates, it is simple
classification. It is also known as dichotomy. In numerical terms a lot of 1000 items has
12 defective items. Defective items - 12, non-defective items - 988.

b. Manifold classification: If the units are divided into more than two subclasses on the
basis of presence and absence of the characteristic then it is known as manifold
classification. For example, a group of literates can be further classified as educated up
to primary level, secondary level, graduates and post graduates. Result of an
examination of a college can be shown as follows:

Quantitative Classification: In this type, data are arranged according to cenain characteristic
that has been measured, For example, according to height, weight, or income of persons,
vitamin content in substance, rainfall on a dav etc.

Variable: The characteristic which is quantitative in nature
and can be measured directly by instruments or scales, that is,
the characteristic which is expressible in numerical terms is
called variable. For example, height, weight, temperature,
income, marks etc.

l. Discrete variable: The variable which takes some
specified isolated values in a given range is called
discrete variable. For example, no. of marks obtained in
an examination paper, no. of misprints on a page of a
book, no. of defectives in a lot of finished product, no.
of heads in tossing a coin, no..of children in a family,
etc. The classification of discrete variable can shown as
follows:



Continuous variable: The variable which takes all possible values in a given range is
called continuous variable. For example, height, weight, temperature, rainfall, etc.
Grouping of continuous variable is exhibited in following way:

Both types of variables are generally denoted by capital alphabets A, B, C, . .., X, y , Z
and their values by small alphabets a, b, c, ..., x, y, z.

The classification based on these types of variables is known as Quantitative
classification. Such a classification is represented in the form of frequency distribution.
The tables showing classification of discrete variable and continuous variable are the
corresponding frequency distributions.

8, Spreadsheet

A spreadsheet is an interactive computer application program for organization and analysis of data in
tabular form. Initially spreadsheets developed as computerized simulation of paper accounting
worksheets. Every sheet has arrays of cells, arranged in number of rows and columns. The ptogta-
operates on data represented ih cells organized in rows and columns.

A view of excel spreadsheet

)



One sheet of excel has 256 columns named as A, ..., IV and every column has 65536 cells. Hence, a

sheet is an affay of the size 256 x 65536. Each cell of the array is model-view-controller element that

can contain either numeric or text data or the results of formulas that automatically calculate and

display a value based on the contents of other cells.

The user can make changes in any stored value and observe the effects on calculated values. This

makes the spreadsheet useful for "what-if' analysis since many cases can be rapidly investigated

without tedious manual recalculations. Modern spreadsheets software can have multiple interacting

sheets and can display data either as numerals or text or in graphical form.

The modern spreadsheets provide builfin functions for common financial and statistical operations.

For example, net present value or mean, median, mode, standard deviation etc. which can be applied

to entered data with pre-programmed function in a necessitated formula. There are programs

provided for conditional expressions, functions to convert text and numbers and functions that

operate on strings of data.

Data Entry

Earlier it is stated that a cell can contain either numeric or text data, The user can enter the data in the

cells as per the requirements. For example, consider the following table which gives names of

students and their percentage scores in an examination.

T|ese data can be entered as follows: In the spreadsheet in column A in first row give the title

'Name'and in column B in first row give title'Percentage'. Below the title'Name'enter the names of

the candidate and below title 'Percentage' enter the percentage scores. The spreadsheet will look as

given below:



The data are written in 2 columns and in 6 rows. This is an illustration to show that text and numeric

data can be entered simultaneously in a spreadsheet. However, it is not necessary that every time w
have to enter text and numeric data simultaneously. Data can be entered in any column at any cell.

Summary Statistics

Consider the following data given in spreadsheet.



Twelve observations are entered in column A. We wish to obtain the descriptive statistics for these
data.

Step 1: Select icon tools on the top ofthe spreadsheet.

Step 2: Click on 'Data analysis'.

Step 3: Data analysis window will be displayed. Select 'Descriptive Statistics'.



step 4: In descriptive statistics window enter the required information.
i. Input range. Here it is '$A$l:$A$12'.
ii. Group in column or rows. Here it is column.
iii. Click on output range. Click on a cell where you wish to get the results. Here it is

cell'$D$l'.
iv. Then click on 'summary statistics'.

v. Then click on'OK'. You will get the results in columns D and E. as follows:

results are as follows:

Mean 51.66667
Standard Error 4.843511
Median 57
Mode 57
Standard Deviation 16.77841

Sample Variance 281.5152
Kurtosis 0.339737

Skewness -0.88058
Range 52
Minimum 21

Maximum 73
Sum 620
Count 12



It is very clear that the summary statistics gives the results for Mean, Standard Error, Median, Mode,
Standard Deviation, Sample Variance, Kurtosis, Skewness, Range, Minimum, Maximum, Sum,

count related to given data.

This can be extended to any number of columns. However, the descriptive statistics results will be

display for every column separately.

For example, consider

The above display shows the descriptive statistics results are shown separately for column 1 and

column 2 and thev are as follows:

Mean 47.426 Mean 55.095

Standard Error 1.920122 Standard Error 2.284296

Median 47.115 Median 54.88

Mode #N/A Mode #N/A

Standard Deviation 8.587046 Standard Deviation 10.21568

Sample Variance 73.73736 Sample Variance 104.3602

Kurtosis 0.437917 Kurtosis -0.67693

Skewness 0.638537 Skewness 0.348399

Range 33.64 Range 34.58
Minimum 33.93 Minimum 40.67

Maximum 67.57 Maximum 75.25

Sum 948.52 Sum 1 101.9

Count 20 Count 20



8.1 Preparation of Frequeney Distribution

Ungrouped/ Discrete Frequency Distribution

Consider the following data set of number of defectives in 50 lots each of 100 items.

Enter these data as it is in Excel spreadsheet. Find minimum and maximum in the data. Enter the
successive values in a column separating them from entered data. Here '0' is minimum and '6'is
maximum' Thus, the digits 0, I,2,3, 4, 5 and 6 are entered in column starting from cell A7. This is
called as Bin Range using which frequency distribution will be prepared. It will look like picture
given below:

Then go to menu 'Tools', followed by pata Analysis'. In data analysis select'Histogram'. you will
get the window as follows:

2 4 3 3 1 2 2 3 3 2

1 0 5 4 4 1 1 6 1 3

3 4 1 3 3 0 5 4 1

2 3 2 c 3 2 1 2 4 I

1 6 1 2 4 0 1 2 2 3
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You have to enter the input range '$A$1:$j$5' and in bin range the range of seed values 0 - 6, that is
'$A$7:$A$13'. Then enter the output range that is indicating the position of the output, any empty
cell such as '$A$15'. Then click on 'ok'. You will get discrete frequency distribution as follows:



n click on 'ok'. You will get discrete frequency distribution as follows:

result is as follows:

Grouped or lnterval Type Frequency Distribution

Consider following data set entered into a spreadsheet:

50 39 55 24 48 38
69 67 50 72 44 25
67 37 58 32 4r s7
48 80 40 65 40 74
73 78 75 43 36 47
43 36 36 58 65 52
32 51 25 66 24 56
68 74 77 64 39 60
29 50 25 2t 22 7r
5s 21 27 79 23 67

80 53
32 66
79 79
70 67
27 28
23 50
73 62
64 68
47 63
49 48



Follow the steps:

Click on to menu Tools.

Select "Pata Analysis".

Select "Histogram"

Enter "lnput Range".

Here it is "$A$l:$H$10".

Enter "Bin Range".

Here it is "$A$14:$A$23".

Specify "QutPut Range".

Here it is "$C$14".

Get the resulting frequency distribution.



the above data, we get the following result. The meaning of the same is given in adjoining

,$ii$laq$,;riiiiliiii iiinrcg*eneijl

9 0 0-9 0

19 0 10-19 0

29 14 20 -29 14

39 10 30-39 10

49 12 40-49 12

59 13 50-59 13

69 '16 60-69 16

79 13 70 -79 13

89 2 80-89 2

99 0 90-99 0

More 0 1 00 and above 0

that spreadsheet always uses inclusive method of frequency distribution. This values specified

been range are used as upper limits. Any value equal to the bin value is included in the same class.

us we get different distributions with bin values 10,20,30, .... and 9, 19,29,39, ...' When data

in fractional values this problem may not arise.

we use the bin range zis 0, 10, 20, 30,... we get the following frequency distribution:

0 0 0-10 0

10 0 10-20 0

20 0 20-30 0

30 14 30-40 14

40 12 40-50 12

50 14 50-60 14

60 10 60-70 10

70 16 70-80 16

80 '14 80-90 14

90 0 90 - 100 0

More 0

above frequency distribution is exclusive type, however the spreadsheet prepares it on the

iples of inclusive method of frequency distribution.



lu.

8.2 Bar Ghart

Bar chart is known as one dimensional diagram as only one axis is scaled for the values c

characteristics under study. Other axis is used to represent qualitative characteristic. Enter the data i

two columns, one containing the classes of characteristic and the other with values observed. Follor

the steps given below:

i. Select the data that you want to display in the bar chart.

ii. On the Insert menu. click Chart.

In the Chart type box, click Column or Bar. Note that by column we get vertical rectangle

where Y axis is scaled for values and by bar we get horizontal rectangles where X axis i

scaled for values.

iv. Under Chart sub-type, click any of seven choices of bars. These choices are to get simple br

diagram, multiple bar diagram or divided bar diagram. First choice is preferable as the data ar

entered in one column only.

For a quick preview of the chart you are creating, click Press and Hold to View Sample.

v. Click Next, and continue with Steps 2 through 4 of the Chart Wizard.

For help on any of the steps, click the question mark (?) on the Chart Wizard title bar.

Consider the following data: In a survey related to cloths/ready wares purchasing habits of customer

the following data were obtained:

Enter these data in a spreadsheet in columns A and B and follows the steps 1 to 5 given above.



After following the given steps you ger the following bar diagram:

Shopping frequency

200

180
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ob 140
F6 120

E 1oo()
E80
960

40

20

0

Once in a
month

Once in 3 Once in 6months months
Once in a Occasionally

year

Multiple Bar Diagram

Consider the data set related to enrolment of students in a college. The data are entered into two
columns with category name.



Using three columns we get the bar diagram as follows:

The same can be represented by divided bar diagram using proper choice of diagrams.



8.3 Pie Ghart

Pie diagrams are very much popular in practice to show percentage breakdowns with sectors of a

circle. The area of a sector is proportional to the percentage of associated category. Pie charts are

excellent for displaying data points as a percentage of the whole. However, when several data points

each amount to less than 5 percent of the pie, it becomes hard to distinguish the slices.

Create a Pie chart

i. Select the data that you want to display in the Pie chart.

ii. On the Insert menu, click Chart.

iii. In the Chart type box, click Pie.

iv. Under Chart sub-type, click Pie of Pie.

For a quick preview of the chart you are creating, click Press and Hold to View Sample.

v. Click Next and continue with Steps 2 through 4 of the Chart Wizard.

For help on any of the steps, click the question mark (?) on the Chart Wizard title bar.

Note: Depending on how many decimal places are specified for percentages on the Number tab of
the Format Cells dialog box (Format menu, Cells command), percentages that are displayed in data

labels may be rounded so ihat they don't add up correctly.

Consider the following data on outlay on different heads of development in llru 5 year plan given
by Government of India.

Source: Planning Commission of India



Following the above steps we get pie diagram as follows:

Copied diagram is as follows:

11th plan outlay

Energy
26%



8.4 Frequency Gurves and Ogive Gurves

Consider a frequency distribution of students according to their heights (in cm). The following table

shows frequencies, class marks and cumulative frequencies.

Frequency distribution of heights of students

itita$*rrl.pifa$i j\--,!I l.tllrj{vn:Iit
130-135 12 132.5 12 400

1 35-140 25 137.5 37 388

140-145 37 142.5 74 363

1 45-1 50 60 147.5 134 326

1 50-1 55 108 152.5 242 266

1 55-1 60 80 157.5 322 158

1 60-1 65 52 162.5 374 78

1 65-1 70 26 167.5 400 26

How we shall see how can we draw frequency curve and ogive curves. To get frequency curve enter

the data points class marks and associated frequencies in spreadsheet. Then follow the steps as given

below:

Create a Frequency Distribution

i. Select the data that you want to display in the Pie chart.

ii. On the Insert menu, click Chart.

iii. In the Chart type box, click Xy (scatter).

iv. Under Chart sub-type, click diagram number 2, indicating scatter with data points connected

by smoothed lines.

For a quick preview of the chart you are creating, click Press and Hotd to View Sample.

v. Click Next and continue with Steps 2 through 4 of the Chart Wizard.

For help on any of the steps, click the question mark (?) on the Chart Wizard title bar.

For the above frequency distribution we get the frequency curve as follows:
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Similarly for less than ogive curve, enter data points viz. upper class boundary (x coordinate) and
corresponding less than cumulative frequency (y coordinate) in two columns. Proceed as in case of
frequency curve to get less than ogive. The following picture shows less than ogive curve.



For more than ogive curve, enter data points viz. lower class boundary (x coordinate) and
corresponding more than cumulative frequency (y coordinate) in two columns. Proceed as in case of
frequency curve to get more than ogive. Following picture shows more than ogive curve:

ExencrsEs
A. Fill in the blanks:

l.
2.

3.

4.

5.

6.

B.

The word statistics is used in _ senses namely _ and

The word statistics is derived from the word

is the real giant in the development of the theory of statistics.

A samole is a studv of of the oooulation.

Asamplecanbedrawnfromthepopulationusingeitheror-method.
Random sampling is also referred to as 

- 

sampling.

State whether the following statements are true or false:

1.

2.

3.

4.

Statistics deals with aggregate of facts.

All facts numerically expressed are statistics.

Census is always preferable over sample survey.

A sample is less expensive than a census.



5. The results obtained in complete enumeration are always more reliable than that obtained in

sample survey.

6. Classification is the first step in analysis of data.

7. Classification is the process of arranging data in different rows.

8. In chronological classification data are classified on the basis of time.

9. Number of persons in a family is a discrete variable.

10. Age of a person is a continuous variable.

11. An attribute is a non-measurable characteristic.

C. Answer in brief:

1.

2.

J.

4.

5.

D.

Define 'Statistics'.

What is probability sampling?

What is 'census'?

Explain the term 'statistical population'.

Explain the terms "finite population" and 'infinite population'

Answer the following:

Explain the importance of statistics.

Discuss the merits of sampling over census.

Explain with illustrations the concept of Statistical Population and sample from population'

"Sampling is a necessity under certain conditions". Illustrate giving suitable examples.

Explain the terms: classification, qualitative classification, quantitative classification, variable,

attribute, discrete variable, continuous variable.

Explain the terms: class limits, class boundaries, frequency, class width, frequency density,

relative frequencies.

Explain the need of classification.

Write a note on inclusive and exclusive methods of frequency distribution.

What is a spreadsheet?

Numerical

Following are the data on number of accidents on a highway in a day. Prepare a frequency

distribution for the following data taking classes 0, I,2, ...
4232322654346436
3 5 4 4 5 5 312 6 4 51 6 3 2

4357243315432044
5245456317461341
3161445324423124
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2. Prepare a frequency distribution for the following data taking classes 0, l, 2, . . .

1255662045
4231441262
3313515445
7321513731
4124423115

3' Prepare interval type frequency distribution for the following data taking classes 0-10, 10-20,
20-30,30-40...

46.11 75.25 63.12

42.55 65.1 1 67.57

54.61 57.69 36.78
36.81 45.19 53.25

33.93 68.50 40.95

53.93 56.53 52.16

49.17 45.22 38.53

48.57 40.67 44.12

48.12 61.30 49.56

42.83 47.01 45.85

71.99 47.56 42.15 31.78
52.01 53.37 51.73 32.49

56.08 71.08 42.45 62.61

58.04 46.86 41.52 57.50
48.76 41.0't 54.92 42.70
40.86 45.14 55.85 40.61

53.07 45.60 40.19 27.88

42.15 6.07 60.53 50.91

62.79 59.21 38.36 43.45

53.68 48.55 53.65 44.02

34.00

58.64

46.36

76.85

56.47

41.77

68.47

72.08

43.88

53.60
Prepare a frequency distribution for the following data classes 20-29,30-39, 4049 ,50-59, . . . .

63 49 69 30 60 48 99 66
86 84 63 90 55 31 40 83

84 46 73 40 51 71 99 99
60 99 50 81 50 93 88 84

91 98 94 54 45 59 34 35
54 45 45 73 81 65 29 63
40 64 31 83 30 70 91 78

85 93 96 80 49 75 80 85
36 63 31 26 28 89 59 79

69 26 34 99 29 84 61 60

Draw frequency curve and ogive curves using MS-EXCEL for the following frequency
distributions:

45.07

37.52

51.52

47.08

64.53

50.70

54.25

58.14

36.62

52.87

65.94

46.19

55.72

62.50

56.49

55.20

49.14

75.06

28.76

45.69

b.



AnswERs
two, singular, plural

Sir R. A. Fisher

non-probability sampling

probability

True 2. False 3. True

True 8. False 9. True

status

part

probability sampling

False 5.

True 6.

6.

7.

A. 1.

3.

5.

7.

B. 1.

7.

E.

5.

True

True

True

True

2.

4.

6.

4.

5.
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METHoDS oF
GouilTlNG

Gounting Techniques

Many of the basic concepts of probability theory may be considered in the context of finite sample
description spaces. It in turn requires the study of mathematical technique of counting. fn ttis
chapter, we shall be dealing with the elementary ideas of counting of number of possible outcornes
of an experiment, arrarlging and grouping r objects taken at a time out of n objects. Consider the
following problems:

i' Two balls are to be drawn from an urn containing six balls of different colours. In how manv
ways can such a sample be drawn?

ii. A departmental store has twelve different varieties of bags and each variety comes in four
sizes and six colours. Find the total number of different bags that the departmental store would
have to stock if
a. all varieties ofbags in all the sizes and colours are to be displayed;
b. only three varieties are to be displayed,

c. if only three varieties are to be displayed only in two colours and three sizes.



iii. Consider a configuration of ten electrons and four orbits. Enumerate the total possible
configur4tions if
a. no orbit is empty,

b. one, two or three orbits may be empty.

Above types of problems can be answered if we apply the fundamental principle of counting.

2. Fundamental Principle of Gounting

In the following section we shall study two basic principles of counting, namely, multiplication
principle and addition principle. We will learn how to apply these principles to calculate counting
numbers. These principles are helpful in computations of probability when listing elements of
sample space becomes very difficult as the number of sample points may be very large.

2.1 Multiplication Principle

ff a procedure can be performed in n1 ways and another procedure can be performed in n2 ways, then
these two procedures can be performed in the same order in n1 X n2 wa]s.

Examples

1. Suppose a student has a choice of five books in the subject Economics and four books in the
subject Sociology then he has 5 x 4 = 20 different choices of selecting two books of different
subjects. It is possible to construct a table showing all possible pairs.

ErSr ErSt ErSs ErS+

EzSr EzS, EzSg EzSa

EgSr EgSz E.S. EsSa

E+Sr E+S, E+Sg E+Sr

EsSr EsS, EsSg EsSq

In general, if we have several
followed by the other, we have
procedures.

procedures which can

h1 X Il2 X Il3 X n4 X ...
be performed in specific order, one
X np nurnber of ways to perform the



A departmental store has twelve varieties of bags, in four sizes and in six colours. So if each

type of bag is to be displayed, the store must stock 12 x 4 x 6 = 288 different bags.

2.2 Addition Principle

If procedure A can be performed in nr ways and procedure B can be performed in n2 ways, then there
irre D1 * n2 wals in which one can perform either procedure A or procedure B. We assume that no
two selections can be carried out simultaneously.

Examples

1. Five books irre recommended for a course in Statistics and Eight for the course in
Mathematics. An undergraduate student can borrow a book from either of these books.

A student can choose the book in 5 + 8 = 13 number of ways.

In general, if we have several procedures and we can perform only one, in all possible

alternatives, then there afo r11 * r'lz * ...* np w&!s in which one can perform any one of the

procedures. We assume that no two or more selections can be carried out simultaneously.

2. Six different routes are recommended for amateur trekkers in Kulu-Manali Valley; three

routes only for driving through the same valley and four "tough" routes for experienced

trekkersonly.Agroupofstudents,therefore,has6+3+4=13choicesforselectionofa
route.

2.3 Factorial Notation

The product of the positive numbers from I to n is called as 'n factorial' or 'factorial n'. It is denoted

by 'n!'. Thus n! = | .2. 3...(n - 2) (n - 1) n.

Examples

1. 3!=1.2.3=6,

5! = 1 . 2.3. 4. 5 =41. 5 =120,

z. Y -9 
'8 '-7 '6l.= 

9 . 8 .7 = 504,L' 6!- 6t

4l=I.2.3.4=3!.4=24,
6!=5! .6=720

13.12. 11 . 10.9!
13 .12. 11 . 10 =

l3!
-9!9!



Permutations

A Permutation of n dissimilar elements (objects) taken r at a time

(r < n): The number of ways in which r dissimilar ('distinct|

elements can be arranged from a set of n elements, that is, tht

number of permutations of n distinct elements taken r at a time, it

n (n - 1) (n-2) ... [n- (i- 1)].

The number of permutations of n distinct elements taken r at a time will be denoted by T. or P I o:

P(n, r). We can write

?,= r(n- 1) (n-2)... (n-r+ 1)=
n (n - 1) (n- 2) ... (n -r+ 1) (n-r)! n!

=G:'x(n - r)!

As a special case for r = n, ?n = D!.

Note that these are the number of distinct ways in which all the elements of a set of n elements car

be arranged. In this discussion, it is assumed that the elements are distinct.

Examples

I . Consider a set of four letters { a, b, c, d} . Then we have

i. abcd, acbd, bdca, cabd, dabc, adcb, etc. are permutation of 4 letter taken all at time.

ii. abc, acd, bcd, dac, dbc, cab, cdb, bda, etc. are permutations of 4 letter taken 3 at a time.

iii. ab, ac, bd, cd, ca, bc, db, etc. are permutations of 4 letters taken 2 at a time.

2. How many three digit numbers can be formed from the six digits 2, 4, Sr 6, 8 and 9; i
each digit is to be used only once? How many of these are divisible by five?

Solution

A three digit number can be formed from the given six digits is.dearly 9s = 120. A number i
divisible by five only if it is a multiple of five.

It means the digit at units place (out of above six digits) ca_n be selected only in one way, that ir

choose the digit 5. However first two digits can be written in rP2 wals.

Now using multiplication principle *" 
?Tlf 

that the total number of 3-digit numbers that ar

divisible by five witl be equal to 5P2 x I = ltj x I = 20.



ion

Permutation of Elements with Repetitions

number of permutations of n elements (objects,

alike, ..., and np are alike is given by P(n; n1,

things, symbols) of which n1 are alike, n2 others

rr2, ..., n1), provided n1 + rtz * ...* nr = n. In

{RAM, RMA,

DDo, DODI.

Enumerate the set of all possible "words" using all the letters of the word

i. RAM ii. oDD.

Here we consider any combination of given letters as a word.

)n

Word is RAM. It has three letters R, A, M. The set of all possible words is
MRA, MAR, ARM, AMR}.

Word is ODD. It is a three letter word. The set of all possible words is {ODD,

How many arrangements can be made using all the letters of the word

i. MADAM ii. STATISTICS iii. MISSISSIPPI.

.n! k
" ' 

nJ = n, ! ,rr! - n.! where 
il 

nt'

n = 5, nr = 2(M), nz=2(A), nr = 1(D).

.'. No. of distinct arrangements = A =# = go

n = 10, nr = 3(S), nz = 3(T), nr = 2(I), n+ = l(A), ns = l(C).

No. of distincr arrangem"nt, = jt :,t#r tlJ =#ffi = 100,800

n = | l, nr = l(M), nz = 4(I), nr = 4(S), n+ = 2(P)

No. of distinct arrangements = l ! 4H!tT =ffiA= 34,650
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3. Find the number of ways in which six boys and four girls can be asked to sit in a row so

that no two girls may be put together?

Solution

The six boys can be asked to sit in 6Po 
= 6! distinct ways. Corresponding to any one arrangement of

boys, we have seven positions shown below by x for four girls.

I 2 3 4 5 b 7

BoYt Boy, Boy, BoYo BoYu BoYu

Out of these seven positions, girls can be placed in any four positions in 7Pa ways. Hence the

required answer is

'71
6P6x tP, 

= 6! x 
3,! = 6,04,800

4. A family of 4 brothers and 3 sisters is to be arranged for a
photograph in one row. In how many ways can they tre

seated, if no two sisters sit together?

Solution

The four brothers (B) can be asked to sit in aPq 
= 4! = 24 distinct

ways. Corresponding to any one drrangement of brothers, we have

five positions shown below by * for three sisters.

1 2 3 4 5

Brotherr Brother z Brother g Brother +

Out of these five positions, sisters can be placed in any three positions in 5P3 ways. Hence the

required answer is aPa x sP: 
= 4! t f-f = 24 x 60= 1440 ways.

5. A committee consisting of twelve members visits a metropolitan city to investigate the
changing scenario with respect to traffic problems. All the members are required to stay

in a guest house. The manager of the guest house informs that he has only one triplc,
three double and three single rooms available.In how many ways all the ten participants
can be assigned to the available rooms?

Solution

The total number of ways the twelve participants can be assigned to one triple, three double and

three single rooms is given by

P(12;3,2,2,2,1, 1, 1) =T.,7frf,r r*= 39,916,800



6. How many four digit numbers can be formed by using
digits 1,3,5, 6,7,8 and 9 (no digit should be repeated)?
How many of these will be greater than 3,000?

Solution

We want to form a four digit number. There are in all 6 digits.
Consider

Thousand Hundred Ten Unit

We can place any one of the digit in thousand's place, which is possible in 6 ways. Now for
hundred's place we have remaining 5 digits, hence it can be filled in 5 ways, then for ten's place we
have 4 digits, therefore it can be filled in 4 ways and for units place there are 3 digits, hence it can be
filled in 3 ways.

By multiplication principle, the total number of permutations is 6 x 5 x 4 x 3 = 360. Hence, we can
form 360 different four digit numbers. Alternatively, 4 digit numbers out of 6 digits can be formed in
uo - 6! 

-6ll _72Orz= (6- 4'=U.= z =3ao'

Now, if the digit at thousand's place is greater than or equal to 3 then the number will be greater than
3000. There are 5 digits greater than or equal to 3, thus we can place any one these five digits in
thousand's place, which is possible in 5 ways. Now for hundred's place we have remaining 5 digits,
hence it can be filled in 5 ways, then for ten's place we have 4 digits, therefore it can be filled in 4
ways and for units place there are 3 digits, hence it can be filled in 3 ways. By multiplication
principle, the total number of permutations is 5 x 5 x 4x3 = 300. Hence we can form 300 different
four digit numbers which are greater than 3000.

4. Gombinations

When using formula ?, we are concerned with the order in which
the elements of subsets of r elements are selected from a set of n
elements. e.g., Consider permutations of two of the first three letters
of the alphabets. These are listed below:

Therc are 6 different permutations of letters A, B and
interested only in the number of distinct subsets and
ananged, it should be noted that among the above six
subsets, namely, {A, B}, {A, C}, {8, C}.

C taken two at time. However, if we are
not in order in which these elements are
permutations there are only three distinct

iro-
I

gl1;' lOli :' 2M,',,.,..',,.,,,.,:,,,,,,
::-.::i L::ii . I :i.-:I::l:::r:r:r1l:.:l.r.::.

Def ine the Iollbwing,'1srm:
ComninatibnS' ''' r 

:'j ' l

2 3 4 5 6
AB AC BA BC CA CB



In general, there are 'r!' permutations of the elements of a subset r and the nP, permutations of 'r'
elements selected from a set of 'n' contain, therefore, each subset 'r!' times. Therefore to get the
number of distinct ways in which subsets of 'r' elements can be selected from a set of 'n' elements, we

divide ? by r!. This is what we call as combination of the n objects, taken r at a time (r ( n).
We denote it by nC. or C(n, r) or oC,..

nP, 
n!

Hence nC. = li-=ffi where n is a positive integer and r= 0, l, ..., n.

Let us denote by nal = n (n - 1) ... (n - r + 1). Then we can express nC' 
as follows:

n^ n (n - 1) (n - 2) ... (n - r + 1) (n - r)! _ n (n - 1) (n - 2) ... (n - r + 1) _ 
nal-c.= = rL =r!

Note that, in a permutation order is taken into account; in a combination, order is not taken into
account. By studying the nature of the problem we will be required to decide whether permutations
or combinations are involved.

Examples

1. Interpret nCo=1=ngo

Solution

It simply means that selection or non-selection of all the n or 0 objects out of n objects can be done

in only one way. Recall that 0! = 1.

2. Find r, if oP.= 24 x "C.

Solution

?.
"P, = 24t;l + r! =24= 4 x3 x2 x 1 = r = 4

3. Interpret 'C. = "C.-.. Hence or otherwise show that if uC" 
= "C"-3 then the value of

'Ct'= 455'

Solution

Selection of r objects out of n, also means non-selection of n - r objects out of n.

Therefore t. = nCo..Observethat nC,= .=!j -=+-r!(n-r)!-(n-r)!r!

Hence, r + (r- 3) =27= r = 15 and tsCrz=g=4l4i{= +55- 12!3!- 3x2xl --""



4. (Geometrical Application) There are twelve points on a plane, no three of which are in
the same line. How many straight lines can be obtained by joining the points? How many
triangles?

Solution

We may select any two points to draw a straight line. This can be done in "Cr=#different
ways. That is, 66 straight lines can be drawn.

Similarly t'Cr=220tiangles 
can be drawn.

5. A committee of 5 persons is to be formed from a group of 9 men and 6 women. Find the
number of ways in which the committee can be formed. Also find the number of ways so
that the committee contains

i. only one woman, ii. at least three women.

Solution

Total number of persons is 15. A Committee of 5 is to be formed. Thus, we can select any 5 persons

out of 15, which is possible in r5C5 =#h= 3003.

i. Only one woman in the committee; means there will be 4 men in the committee.4 men can be
selected from 9 men in eC+ and one woman out of 6 women in 6C1 ways, hence the committee
can be formed in eCa x 6Cr 

= 756 ways.

ii. At least three women are in the committee. The committee can be formed as follows: Select
3 women and 2 men, this can be done in 6Cr x eC, = 720 ways or select 4 women and one
man, it can be done in uco x eC, = 135 ways or select all five women, this can be done in
6C, x 'Co = 6 ways. Hence the committee consisting of at least three women can be formed
using 720 + 135 + 6 = 861 ways.

6. Prove that "C" + tCr-l 
= 

n*tC..

Solution

Consider

nC. + nCr-1 
=

n!
r! (n-r)! -(r- 1)! (n-r+ 1)!

n! [1 , 1 -l

(r- l)! (n-r)! Lr -tt-r+ ll
n! [n-r+ I +rl

(rJ)!(n-rX L;(n-r+ Dl
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5. Some Standard Results

i. We have seen that t. = 
nCn-.

ii. oC, + oCr-1 - *tC,

The result is important, It can be used to prepare the famous Pascal's triangle.

i. tCn=*lCn-r+*tCn ; o<nsm.
ii. -t. = (-1)'n*'-tC.

iii. -'q = (-1)'

iv. 1'3.s .'.'(2n-1)(2n-3)=ffi

n
v. Inc,=2o

r=0

n/2 n/2
vi. I"crr= I ocx-r=znr

r=0 r=1

vii. For any integer n>2, *, r . nC, 
= nf,*r

r=0

k
viii. For any positive integers m, n, k, I *C, X nCr_, - -*nC*

Solved Examples

I Find 7Cr

Solution

'Co=ucr+ 
5C, + oca +'C, =20 + 10 + 4 + 1 = 35



nc.

ro^- 5! _5! _^,-(5 _3)t- Zt- = 60.2l

11.
s^ 9! 91 9x8x7-ca 

= 5g 11 3;! = JTA =J x 2;J = 84.

7^ 7l 7l 7 x6x5L: = 3! d]=J!4! =T-* t = 35.

Rr 8! 8r7'Cr " 
oCz 

= 35 x ,7ffi= 35 " -fu. =35 ";;
=35x28=980.

There are 12 points in a plane of which 5 are collinear.
Find number of triangles that can be formed using these
points.

Solution

rf all 12 points were non-collinear, then we could have triangles by
selecting any three points out of 12 points, that is, there would be
t)^ 121 12xllxl0'-u3 = 3!E = 3x2x | = 220 triangles. Since 5 points are

collinear, selecting three points from these 5 would not form
triangle. Hence, the number will reduce by

5! 5x4x3
Cz = i6 = 3t 2 " I 

= 10. Thus, the number of triangles formed

will be 220 - I0 =21O.

4. How many four digit numbers can be formed by using
digits 0,1,2,3 and 4 (no digit should be repeated)? How
many of these numbers will be divisibte bv 5?

Solution

To form a four digit number, we cannot have '0' at thousands place, therefore, the number of ways in
which4digitnumbercanbeformed=4x4x3x2=g6.Anumberisdivisibleby5ifitsunits
place digit is either 5 or 0. Therefore, the number of ways in which a number is divisible by '5' is
givenby =4x3x?xl=24.

3.

,s'Hf, ii;ililt #f.l*litffi

2. Compute values of:

i. tp, ii.

Solution

iii. ,c,

5x4x3x2t

iv. 7c, 
" 

86:,



5. Find values of

i. 'Pn ii. 'c,
Solution

'co= = 840

iii. 'c, = ,ff = so

ul. tc, iv. nc,

11.
7t
3!

tn-7!
"3- 3!4!

o.'- 4l
"2- 2t 2l

=35

lv. -6

6. There are 7 gents and 4 ladies. A committee of 4 is to be
formed. Find number of committees that can be formed so
as to include at least one lady.

Solution

There are 11 persons of which 7 are gents and 4 ladies. The number
of ways to form a committee of 4 with at least one lady, then the
committee would consist 3 gents and 1 lady or 2 gents and 2 ladies
or 1 gents and 3 ladies or all 4 ladies. Thus, the committee can be
formed in

'ctoc, +7c2oc, +1croc3 +'c6aco = 140 + 126 + 28 + r = 295
WAVS.

7. Compute values of

i. 'P, ii. toc, iii. 8c4 x sc2

Solution

nl n nl
We have "P, = ffi and C, = ,! (n _ ,)!

Therefore,

i ip^ 
= _A_ =T=t-"a-rst =7 x6=42''r'-Q-2)l-5!-5!-'A'

.. ,o^ 10! 10! 10 x 9 x 8!rr' vz-2!(10-2)!-2! 8! - 2! 8!

iii. 8C4x 5c, =;-8! 5!
*, 18 - 4;! x 

21 6 -2)t

8! 5! 8x7x6x5 5x4
= 4v'x 2t3t=Tr7;;7* 2r r= 7o x 1o = 7oo

Pf =ot



1.

2.

3.

5.

6.

ExencrsEs
Explain the difference between permutation and combination.

Prove that "C. * t._r - n*tC..

Mr. Devendra possesses two pairs of shoes, five trousers, and ten shirrs. How manv
combinations can he wear?

Three books are recommended for the courses in Statistics, five for the course in Mathematics
while four for Ecology. A student can put his demand for a book from the above books. How
many choices does he have?

How many three letter words can be formed from the letters of the word "COMPUTER"?

How many arrangements can be made using all letters of the word

i. YIPPEE

iii. SOCIOLOGICAL

V. SYLLOGISM

ii. STATISTICS

iv. INDEPENDENT

vi. HETEROSCEDASTICITY

7.

8.

9.

vii. ASSASSINATION

Using 7 consonants and 5 vowels, how many words consisting of 4 consonants and 3 vowels
can be formed?

Find the number of ways in which six boys and two girls can be asked to sit in a row so that
will not sit together.

If repetitions are not permitted

i. How many three digit numbers can be formed from the six digits 2,3, s,6,7 and 9?

ii. How many of them are less than 400?

iii. How many are even?

iv. How many are odd?

v. How many are multiples of 5?

Suppose an urn contains eight balls. Find the number of ordered samples of size 3 when
sampling is done

i. with replacement ii. without replacement.

10.



12.

13.

14.

15.

S$tffilffiilffi

11. Find n if

i. "Pr=72

iv. nP, 
= 5040 and oC, 

=210

i. exactly 3 white balls?

iii. at most 3 black balls?

Write expressions for -nC, , -rC..

ii. "Pq=2npz

v. nP, 
= 

n-tP, + 37P2

ii. at least 3 white balls?

iii. 2"P2+ 50 = 
2nPz

A student is to answer eight out of ten questions in an examination.

i. How many choices has he?

ii. How many if he rnust answer the first three questions?

iii. How many if he must answer at least four of the first five questions?

Find the number of four letter words that can be formed from the letters of the word
.HISTORY'.

i. How many of them contain only consonants?

ii. How many of them begin and end in consonant?

iii. How many of them begin with vowel?

iv. How many of them begin with T and end in a vowel?

v. How many of them begin with T and contain S?

vi. How many of them contain only vowels?

Seven politicians meet at a party. How many handshakes are exchanged if each politician
shakes hands with every other politician once and only once?

From 8 statisticians, 15 economists and 20 biologists, a committee consisting of 5 members is

to be formed. Find the number of ways in which it can be formed, if

i. exactly 2 statisticians are to be included

ii. at most 2 biologists are to be included.

An urn contains 4 white and 6 black balls. 4 balls are drawn randomly without replacement
from the urn. In how many ways can this be done so as to include

t7.



3.

4.

5.

6.

100

12

8P: 
= 336

i. 180

iv. 554400

vii. 10810800

"cr*'co xtc.x7p.,

30240

i. 120 ii.

i. 5r2 ii.

i. 9 ii.

i. 4s ii.

840 i. 120

2l

i. 183260 ii.

i. 24 ii.

AruswERs

50400

90720

9979200

18!(3! 3!2t2t2!)

ii. 1ll.

vi.

40 iii.

336

4 iii.

2t iii.

ii. 400

547239

25

40

5

35

iii.

10

lv.

tv.

vl.lv.

lu. 195
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ETEMEIUTS OF

PnOEABIIITY TNEORY

lntroduction

In daily life, we talk about chances, such as chance of rain today, chance of winning a cricket match,

chance of passing in an examination, chance of winning a lottery, so on. These type of happenings

are associated with uncertainties. The study of such phenomena in a scientific manner is the study of
probability. In other words, probability is the study of experiments in which'the result cannot be

predicted in advance with certainty. These experiments are called as random or non-deterministic

experiments. In particular, an experiment with more than one possible outcomes and whose result

cannot be predicted in advance is called a random Experiment. For example, if a coin is tossed in air,

then it is certain that the coin will come down, but it is not certain that it will show 'head'. It may

show 'tail' as well. Thus, the result of the experiment is not predictable in advance. However, if we

repeat this experiment of tossing a coin 'n' number of times and we observe 'm' number of heads,

then the ratio m/n, called as relative frequency becomes stables in long run, that is, approaches a

limitVz.This stability is the basis of probability theory.



Sample Space and Events

The first step in the study of random experiments is to specify the set 'S' of all possible outcomes of
the experiment under consideration.

r In the experiment of tossing a coin, we have g = {Head, Tail}.
. In the experiment of rolling a die, S = { I , 2, 3, 4, 5, 6} .

o 11 the experiment noting suit of a card drawn from a pack of playing cards,
S - {Club, Diamond, Heart, Spade}.

*lajiiln;:iioli, l

Sample space: The set of all possible outcomes of a random
experiment E is called sample space of the experiment. It is denoted
by's'.

Each individual outcome of E, is called a point or a sample point.
It is denoted by'(D'.

The basic object we have is thus a sample point 'co'. The collection of
all sample points is called a sample space S. S may have a finite
number of sample points or countably infinite sample points.

For example, in the random experiment of tossing of a coin S =
{Head, Tail}. S has only two sample points and thus is a finite
sample space.

Now, think of an experiment of tossing a coin till you observe head.
In this experiment, you may get head at the first toss or at the second
toss or at the third toss or perhaps do not observe it at all. clearly s
= {H, TH, TTH, ...}. The sample points in S are countable, but not
finite. such a sample space is called a countable infinite sample
space. we can also think of s which does not have either finite or
countable infinite sample points.

Examples

D'eilne:simptr"pidl

1. Write Sample space for each of the following experiments:

A card is drawn from a well shuffled pack of ptaying
cards and the suit is noted.

Number of defectives are noted from a lot of l0
items.

iii. A coin is tossed until a head appears first time.
iv. Two dice are tossed and upper-most faces are noted.

ll.



R.r'ffiffiffiSqffiSggg$$ffi1{iffili #lfisl#itrfl1ffi-rffiF,,s$ffiH-tip'*.w

Solution

i.s
ii. s
iii. s

iv. S

2, List elements of sample space for the following
. experiments:

i. A coin is tossed 3 times.

ii. A student attempts an examination till he passes.

iii. Ten seeds are planted and total numbers of seeds
germinated are recorded.

iv. Two cards are drawn from a pack of playing cards
and colour is noted.

Solution

i. Sample space Q = {HHH, HHT, HTH, THH, HTT, THT,
TTH, TTT}
where H: head, T: tail

ii. Let P denote that the student passes and F denote that he fails
in the examination, then

Sample space C) = {P, FP, FFP, FFFP, FFFFP, ... }
iii. SamplespaceC)= {0, 1, 2,3,4,5,6,7,8,9, 10}

iv. There are only two colours red (R) and black (B)

Sample space Q = {RR, RB, BR, BB}

In above example 1, sample spaces in sub-questions (i), (ii) and (iv)
are finite sample spaces and sample space in (iii) is countable
infinite sample space. Similarly in example 2, sample space in
sub-questions (i), (iii) and (iv) are finite sample spaces and that in
(ii) is countable infinite sample space.

2.1 Discrete Sample Space

A sample space containing a finite number of points or a countable
infinity of points is called a discrete sample space.

{Spade, Heart, Diamond, Club}

{0, I,2,3,4,5,6,7,g, g, 10}

{H, TH, TTH, TTTH, TTTTH, ... }
{(1, 1), (1, 2),...,(6, 6)}



The examples of discrete sample space having finite sample points as well as having countablc
infinity of points are given in the earlier discussion. We can prepare a list of such examplis fronr real
life situations. It is not necessary always to prepare or enumerate a list of the S completely. It is
enough if we are able to describe the same and can justify it. If necessary, we must be ible to spelt
out these assumptions explicitly. For example, when a fair coin is tossed, we visualize only iwo
outcomes, Head (H) or Tail (T). We have ignored the possibility that a coin will stand on its edge.
This is an assumption. It is 'reasonable' to make such an assumption. It helps us to have simfte
mathematical models. When we make use of Newton's laws of motion, *" asso-e that velocities of
the objects are far less than that of light. If the assumption is not true, that is, if the velocities of
objects are comparable with that of light then the theory of relativity propounded by Einstein
explains laws of motion. Many times wherever feasible we must try to perform simple eiperiments
to understand the nature of a sample space. Students may perform simple 

""p"ri-"nt, such as
tossing a pair of coins (dice).

For example, consider that two fair coins are tossed to observe the number of heads. The standard
approach is to consider S = {HH, HT, TH, TT}. However, if you are noting the number of heads,
then the number will be 0, 1 or 2 and S = {0, l, 21, as a possible sample space-. This is the case if you
do not want to distinguish between whether the first was head and the latter was tail (HT) or wheiher
the frst was tail and the latter was head OH).

2.2 Events

When we discussed the concept of random experiment and of the associated sample space S, we
understood that S is the collection of all possible outcomes of an experiment for which simple point
is just a formal name. Many times we come across a situation where we are not interested onty in a
sample point but on a subset of a sample space associated with the experiment.
Suppose a fair coin is tossed three times. This is a random experiment, of which the possible
outcomes are HHH, HHT, HTH, THH, HTT, THT, T'fH, TT'f. These, we denote by 1r1,, o)2, o)j, o)4,
(D5, (D6, o}', (D3respectively. In other words, the sample space s = {(Dr, 0}2, 0}:, (D4, (D5, (&, (&, cla}.
Suppose we are interested in those outcomes which correspond to (1) exactly one coin shows head,
(2) at least one coin shows head, (3) at most one coin shows head, (4) a coin shows neither head nor
tail, and (5) it shows either head or tail.

An event ,{1 described in (1) can be written as A1= {cDs, 0)0, (&}. os = {HTT}, rr4 = {THT} and
67 = {TTH}. We can observe exactly one head if we observe either of {D5, rDo, (o?. This is why we
write event Ar = exactly one coin shows head = {Os, @0, roz}.

Similady, we can write Az = {0\, cr)2, cOb, (D4, o)5, oo, (&}. A2 summarizes the event 'at least one coin
shows head' in (2). Az = {rrls, 006, G}, cq} describes the event in (3). while (4) is given by
A* = { } - Q, the empty set or we may call it as an impossible event. And lastly As = s, the sample
space itself, this is sure (certairi) event.



a set and an event can be associated with each other. In this example also observe that some of
sample points, for exampl€, eJs, (&, 0>/ belong to event Ar, Az and 43. This is possible.

mpossible event 'Q' and certain event S are usually uninteresting from an experimenter's point of
iew, however, for the sake of completeness we need them. Also one may construct a singleton set,
hat is, define an event so that the set contains only one sample point 'or'. However, there is a
ifference between a sample point o and an event {ro}. The natural question is, 'How many subsets
events) can be written from a finite sample space?'. Remember that empty set, Q, is always a subset

S and S is also a subset of itself. Before we answer this question, we define first the term 'event'

set .A'1 is said to be a subset of a set Ar if every point in ,A,1 is also a point in A2gee figure 3.1).
c 42 (read as A1 is subset of A2). The other notation alsonotation, frl e 1A,1 + O € 42, wo write Ar

is .{2 : Ar (Az is superset of A1).

Figure 3.1 : Ar c Ae or Az > Ar

A,1 c A2 and A2 c A1, then we say that two sets are equal and we write Ar = Az.

nition: Any subset of the sample space S is called as an event.

when the sample space of an experiment is discrete, any set consisting of some or all points of
the sample space, is called an event.

impossible event Q is defined as the event that contains no descriptions and therefore cannot

In set theory the impossible event is called the empty set. The study of elementary combinatorial
tells us that 2" subsets are possible if a set has n elements. As an illustration, consider an

xperiment of tossing of a true coin. Then the sample space S = tH, Tl. The subsets (and therefore
ts) of S that one may construct are Q, {H}, {T}, {H, T} = S:22 = 4 in total. If the fair coin is

three times then the sample space S contains eight sample points, therefore the possible
would be 28 = 256.ln general, a sample space consisting of 'n' points will have 2n subsets or

nts defined in it.
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2.3 Occurrence of an event A

When an experiment is performed, we observe only one outcome. However, it could have resulted in
any one of the possible outcomes listed in the sample space S. Consider an experiment of tossing a
fair die. We know that a die is fair and has six faces labelled as I,2,3, 4, 5, and 6. Now, define an
event A in which a number observed is even. Clearly A = {2,4, 6}. When we say that event A has
occurred, we mean that the outcome of tossing of a die has resulted in either observing face labelled
as2or4or6.Thatis,if roe A,andif AcS,wesaythatAhasoccurred.Conversely,if co€ A,Ac
S, we say that event A has not occurred or equivalently A' has occurred. Note that A and A' are
complements of each other. If A occurs, then A' cannot occur and vice versa. If we know that A has
occurred, we mean that the outcome ro e A is observed. It can be any one of the possible points of S

which are in A.

3. Algebra of Events

Here after we assume that we are given a random experiment E, associated with it we have a sample
space S. S is a discrete sample space and rrr stands for a sample point in S. An event always belongs
to S. Consider a random experiment E of tossing a six faced fair die.

For the experiment E, S = {I, 2, 3, 4, 5, 61. Consider the following events:

A: A face showing even number is observed.

B: The number observed is divisible by three.

C: A prime number is observed.

Clearly A = {2, 4, 6}; B = {3, 6} and C - {2,3, 5}.

Now study the following statements carefully. Here 2 e A means sample point '2' is contained in
event A. Therefore, if '2' is the result of an experiment we will claim that event A has occurred.
Similarly, we can also claim that event C has occurred. In other words, the outcome of an experiment
can belong to more than one event.

Here 1 € A means sample point I does not belong to event A. That is, ff'f is the outcome of the
experiment, we can say that A has not occurred. Equivalently one may claim that 'not A has
occurred'. It means that if a sample point belongs to an event A, it r;n not belong to an event 'not A
and vice versa. This gives us the definition of 'complementary event'.
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Gomplementary Event

The event consisting of all points not contained in the event A will
be called the complementary event of A and will be denoted bv A" or
by A'. That is, A'= {ro lol e A}.

\S
Figure 3.2: A and A'S

Clearly A and A' are complements of each other. Similarly Q' - S
and S' = 0. In the above example, A = {2, 4, 6} and A' = { I,3, 5l;
B = {3, 6} and B'= { 1, 2,4,51; C = {2,3, 5} and e'= { 1, 4, 6}.

Union and Intersection of Two
Events

Let A and B be any two events of S. Now we can construct the
events such as A u B (read as A union B) and A n B (read as A
intersection B) using the definitions given below:

Union

The event A u B is the set of all sample points which belong to
eitherAorB ortobothAandB.Thatis,AtrB= {to I coe Aor
co e B).
LetA= {2,4,61andB = {3,6} thenAuB - 12,3,4,61.
Note that

. AUA'=S

. AUA=A



. SUS=S

. AcAuBandBcAuB

Intersection

The event A n B is the set of all sample points which belong to both
A andB, thatis, An B = {o I roe,q. and coe B}.
Let A = {2,3,6} and C= 12,3, 5} then A n C = {2,31.
Note that

o InA'=Q
o [nA=A
. AnS=A
o {nO=Q
o {nBcAandAnBeB.

Figure 3.3 shows A n B as well as A u B.

It is easy to see that A u B = (A n

AuBffi AnBS

Figure 3.3

B') u (A n B) u (A'n B).

Figure 3.4



Relative complement: Relative complement of A with respect to B is denoted by A - B. It is the set
of elements of A that are not contained in B. Thus, we can represent A - B by A n B'. It is easy to
see that A - B c A and A -B c B'.

In the example of tossing a fair die, if we observe the uppermost face showing number 2 (or the
number of dots equal to 2), it is certainly an even number and it is also a prime number. It means
eventAhasoccurred,eventChasoccurredandalsoAnChasoccurred.AlsoAu,rBhasoccurred.

3.3 Union of Three Events

Ar u Az \J ,{3 = {colol e Al or co € A2 or ro e A3}

That is, if point or belongs to event ,{1 or to event 42 or to event A3, we say that it belongs to union
of these events. In other words, it must belong to at least one of A1's, if we claim that it belongs to
their union.

3.4 Intersection of Three Events

A1 - 42 rr 43 = {colol e Ar and ro e ,{2 and or. Ar}

That is, if point ro belongs to event ,{1 and to event Az and to event A3, we say that it belongs to
intersection of these events. In other words, the sample point must belong to each and every event A;,
if we claim that it belongs to their intersection.

For example, if S = {I, 2, 3, 4, 5, 6l,Ar = { 1, 3, 5}, A2 = {2,3, 5} and A,3 = {3, 6} then

'A'1 u .A'2 rJ Ar = {I,2,3,5,6} and ,A.1 n A2 n ,{3 = {3}.
With the help of union and intersection of two or more events now we can create several events. Let
us understand the meaning of such events with the help of an example.

Examples +o9""o-i11. Let the sample space O = {1, 213r...r1r0l
A = {2, 4, 6, 8,10}, B = {61 7 ,8, 10}
List elements of the sets:

i. A r.,rB ii. A nB iii. A' tY. A'n B



Solution

l.

ii.

iii.

iv.

A u B = {2,4,6, 7, 8, 10}

AnB={6,8,10}
A'={1,3,5,7,91

A'n B = {7}.

De Morgan's Laws

A' u B' - (A n B)': Union of complements of events is same as complement of intersection
of events.

A' n B' - (A u B)': Intersection of complements of events is same as complement of union of
events.

2. Consider a family having two children. What is the possible sample space S, if we are to
record the gender of a child?

Solution

Clearly, S = {BB, BG, GB, GG}. Define the following events:

i. A.1: At least one boy;

ii. A.2: At most one boy;

iii. 43: Children of both the genders.

Now we will describe these and related events.

i. Ar = {BB, BG, GB}; Ai = {GG}, no boy or both girls;

ii. .\2 = {BG, GB, GG}; A; = {BB}, no girl or both boys;

iii. A3 = {BG, GB};Al - {BB, GG}, children of same gender only.

Now consider,

. Ar n 42 = {BG, GB}, children of both the genders.

. Ar n Ar = A:, children of both genders. (Note ,{3 c Ar).

. Az i) A3 = ,A'3, children of both genders. (Note A.3 c Az).
t Ar U Az - S, but A,1 \J ,A.3 = .{1 Since 43 c 41 and A2 \J 43 = A2 since 43 c 42

Similar relationships as above for ,A.1' can be worked out.

3.5

i.

ii.
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In our earlier examples, we have come across situations where
intersection of two events is a null event (set) Q. Using the idea of a
null event we now define mutually exclusive or disjoint events.

Mutually Exclusive or Disjoint Events

Two events A and B are said to be mutually exclusive or disjoint if
A n B is the.null event 0.

AnB=$

Figure 3.5

We have seen earlier that A and A' are disjoint events. It is easy to
prove that

o InBandA-B.
o InBandA',
. AuBandA'nB',
. A and B - A are disjoint events.

Contrary to this we may experience that occurence
(non-occurrence) of A implies occrrrence (non-occurrence) of B.

For example, let 5 = {HH, HT, TH, TT}, A = {HT, TH},
B - {HH, HT, TH}.

Occurrence of event A guarantees occurrence of event B. All the
points in A are also the points in B, however the reverse is not true.

Mutually Exclusive (Disjoint) and Exhaustive Events
Two events A and B are said to be mutually exclusive (disjoint) and
exhaustive if and only if A n 3 = Q and A ur B = S.

(In this case we say that {A, B} forms a partition of the sample
space. We need the concept of partition in the study of Bayes'
theorem.)
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Also note that A = B' and B = A'

Figure 3.6: Partition of sample space

Certain Event and lmpossible Event

Since S c S, S is itself an event consisting of all outcomes of the random experiment. Since every

outcome ro € S, the event S always occurs and S is called the certain event.

Similarly Q c S, it is an event consisting of no outcome. Since every outcome o € Q, the event Q

never occurs and it is called the 'impossible event'. In fact there is little point in using the phrase

occuffence of an impossible event.

Example

1. If P(A) = 0.5, P(B) = p and P(A u B) = 0.7, find p, if A and
B are mutually exclusive events.

Solution

If A and B are mutually exclusive events then

P(AuB) = P(A)+P(B).

Therefore, we have

0.7 - 0.5+p

Thus, p = 0.7-0.5

= 0.2

oct,:aotcl ana



Glassical Approach of
Probability

Apr:2412-,2M,

The classical definition of probability reduces the concept of
probability to the concept of equal probability of outcomes. This is a
primitive concept. This means every outcome of a random
experiment has equal chance of occurrence. That is, in case of coin
tossing experiment probability of getting head is same as probability
of getting tail and equals half. Consider 'S' as the sample space

having n sample points, corresponding to a random experiment E.

Let A be any event. We assume that it can be decomposed into 'r'

mutually exclusive and equally likely sample points. ffre ratio I is
n

called the probability P(A) of an event A. In other words

Number of outcomes belonging to event A
Total number of outcomes in the sample space S -

I
n

This statement is also called the frequency interpretation of P(A). Note that for any event A,
0<P(A)(1since0(r<n.Thus,theprobabilityofaneventisalwaysbetween0andl.

We will now learn the classical definition of the probability of an event and apply the same to solve

the simple problems.

4.1 Probability of an Event: Equally likely Outcomes

Suppose a sample space S has a finite number'n'of points (D1, o)2, 0)8, ..., rr\.We assume that
I

P(01) = i ; forj = 1,2,3,. . ., n. That is, S is an equiprobable sample space.\ J. n.

Suppose now that an event A (A c S) contains 'r' points. Then under the classical assignment, the

probability P(A) of an event e is f. In other words, 'r' is the number of cases favourable to A and 'n'

is the total number of cases. Thus accordins to classical definition.

Number of outcomes belonging to event A r
P(A) = Total number of outcomes in the sample space S n

i^1i
nefi re th 6, folls,ljylngiiii:

lQim$l,.,',,,,,,.,,,1,,,;1iiif,ii iiiiiiitiii;ii:iil
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Pfphabili{yiii il :lit,:;ii;iiiii:iitiiliili
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We can think of an experiment in which a finite number of possible outcomes may occur. It is
assumed that each outcome is equally likely. For this, we consider typical problems involving games

of chance such as tossing of a coin, rolling a dice, picking a lottery ticket, drawing cards from a pack
of cards and so on. We further use the phrase such as the coin is unbiased, the dice is fair, pack of
cards is well shuffled and so on. This allows us to assume that all elementary events are equally
likely. There are several experiments where S is not finite, moreover outcomes are not equally likely.
In such cases, we can not use the classical approach.

4.2 Limitations of the Glassical Definition

i. Both 'r' and 'n' being positive integers, P(A) is reduced to a rational number. Irrational
numbers are not taken care of by this definition.

ii. The definition is valid when n is finite. For n infinite, we have no satisfactory an$wer.

iii. In this approach, we consider only equally likely cases. Can we modify it if all the cases are

not equally likely? Answer is no.

We will now solve some examples using the classical definition.

Examples

1. A box contains 25 balls of which L5 are white and rest black. A ball is drawn at random
from this box. Find the probability of

i. white ball ii. black ball

Solution

Here the number of sample points in S is equal to 25.Let W and B respectively denote the events
that white ball is drawn and black ball is drawn. Then, by classical approach,

r 153P(W)=;=25=5=0.60

r 102P(B)=;=n=5=0.40

2. A card is drawn from a well shuffled pack of playing cards. What is the probability that
the card is

i. a king ii. a face card iii. an ace of spade iv. diamond card

Solution

From a well shuffled pack of fifty two playing cards a card can be drawn in C(52, I) = 52 different
ways. Thus, number of sample points in sample space S equals 52.
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i. There are 4 kings of which any one can be drawn in C(4, 1) different ways. Hence using the

classical approach, P(King) =+=+
ii. There are 12 face cards of which any one can

123
P(a face card) =; --52 13'

Note that there is only one ace of spade. Thus, p(ace of spaOe; = $.
Lastly we want to compute the probability of a diamond card. Number of diamond cards is 13.

Hence we get P(a diamond card) - E=I

be drawn in C(12, 1) = 12 different wavs.

A bag contains six red and four blue balls. Three balls are drawn at random. what are
the odds against these being all red?

Solution

Total number of ways in which 3 balls can be drawn our of 10 balls is equal to C(10, 3) = I20.
Number of ways in which 3 red balls can be drawn is C(6, 3) = 20. Thus, the probability that all the

three balls drawn are 20 1 1reolsl2o=6=1+3

Hence, odds in favour of these balls being red I :5 and the odds against these being all red S : I .

4.Froniapackof52cards,2aredrawnatrandom.Whati.tr'ffi
king and the other is a queen?

Solution

Here 2 cards can be drawn in C(52,2) = 1326 ways. There are 4 kings and 4 queens in the pack.
Thus the number of ways in which a king and a queen can be drawn simultaneously equals
C(4, 1) x C(4, 1) = 16. Therefore, assuming 'S' to be equiprobable, the required probability is168
1326= 663'

If n distinct
occupied?

balls are placed in n cells what is the probability that each cell will be

Solution

Total number of possible arrangements is nn because each ball can go to any cell and thus each ball
has n choices. All these cases are equally likely and are mutually exclusive. The number of ways
each cell may be kept occupied equals the number of ways in which 'n'balls may be arranged among

themselves. This number is clearly n!. Hence required probability is $ .



6. Two cards are drawn at random from a well shuffled pack
of playing cards. Find probability that:

i. Both king cards are drawn,
ii. One king and one queen card is drawn.

Solution

Two cards can be drawn from a well shuffled pack of cards in

t'c, = #. = 1326 ways

Let A denote the event that both king cards are drawn. There are
4 kings in the pack, hence 2 kings can be drawn in
.al
"Cz=M= 6 ways. The required probability is

P(A) = &= # = 0.004525

Let B denote the event that one king and one queen are drawn. There
are 4 kings and 4 queens in a pack, hence one king can be drawn in 4
ways and one queen can be drawn in 4 ways. Therefore, one king
and one queen can be drawn in 4 x 4 = 16 ways. The required
probability is

P(B) = &= h = 0.012066

7. If two dices are rolled, find probability that the sum of the
integers on the uppermost faces is almost 4.

Solution

Two dice are rolled hence the sample space is

( 0,1) (1,2) (1,3) (1,4) (1,5) (1,6) )
I (2, l) (2,2) (2,3) (2,4) (2,5) (2,6) 

I

" _ ] (3, l) (3,2) (3, 3) (3,4) (3, 5) (3, 6) I
| (4, t) (4,2) (4,3) (4,4) (4,5) (4,6) f
| (5, l) (5,2) (5,3) (5,4) (5,5) (5,6) 

|\ (6, t) (6,2) (6,3) (6,4) (6,5) (6,6) )
Let A be the event that the sum of the integers on the uppermost faces is at most 4, then we have
A = {(1, 1), (1, 2), (1, 3), (2, I), (2,2), (3, 1)}. Number of sample poinrs in S is 36 and that in A is 6,
hence the required probability is

P(A) =
Number of outcomes belonging to event A r

=;=
6I
36=G



Axiomatic Approach

Let 'S' be a discrete sample space associated with a random experiment E. Let A be any event in S.
P' is called the probability function or probability measure on S if the following axiom is satisfied.

iven S = {o)r, (&, (&, ..., oL} is a discrete sample space. We can assign to each sample point q of S
number P{cq}, such that

0<P{cq} < I and

, P{co,} + P{r.u} + ...+ P{co;} = ? t,*, =t

e can have two or more valid assignments of probabilities to the same sample space. For example,
the example of tossing a dice, the sample space S has six sample points, viz. tttl = I, 0h = 2,

= 3, (D+ = 4, (Ds = 5, o)6 = 6. Following table shows probability assignments under different
ls.

easilv be checked.

With the help of above axioms, we define probability of an event A.

In model l, it is assumed that the dice is fair where as in model 2, the probability of observing q is

assumedtobeproportionalto j for j = 1,...,6. Inmodel 3, P{cq} =}fo, j = l, 3,4,6and,

P{tU}=P{ors}=0. Inmodel 4,P{ol1}=P{<e}=P{os} =}unOP{rU}=p{o+}=f1ol61 =fr.

Observe that, in all these models P(cq) > 0 and I P(ro1) =1 We can construct such any number ofjn

probability models. Further, if number of sample points in S equals n, a finite number, I P(at; =t
j=1

Model 1
t_
6

l-
6

1
6

1
6

.l

6
1
6 f=r

Model 2
1

21
2

21
3

21
4

21
5

21
6

21
21
21 ='

Model 3 1
4 0 l_

4
1
4 0 1

4
4
4='

Model4 1
9

?
9

t
9

?
9

1
9

?
9

91g=t



Probability of an event

The Probability P(A) of an event A is, the sum of the probabilities of the sample points in A. In
symbols, P(A) = I P(cq); where A can be any event. It may be an impossible event, or an

roe A
elementary event or S itself. Recall that we have defined an impossible event Q. It does not contain a
sample point. Hence there is little point in talking about occurrence of Q. Hence by convention
P(0) = 0. Also S is a sure event. It always occurs.

Hence, we must have P(S) = 1. Note clearly that P(A) = 0 does not imply that A is an impossible
event and also P(A) = 1 does not imply that A is sample space.

Consider model 3. Let A = {2,5,}, then P(A) = 0. But A has two points. It is not an empty set.
Similarly,letB=11,3,4,6),BcSandP(B)=1;butB*s.We,therefore,definenulleventasan
event with probability zero and almost sure event| is an event with probability one. This should
make it clear that the impossible event is a null. event and the sure event is almost sure event,
however, a null event is not the impossible event and an almost sure event is not necessarily the sure
event.

6. Probability of an Event: Properties

We will see some important properties of the probability of an event. We assume that S is a sample
space associated with a random experiment E and A is any event defined on S. P is called the
probability function or probability measure on S if the following axioms are satisfied:

o Axiom 1. P(A) is a real number such that P(A) > 0 for any event A on S.

r Axiom 2. P(S) = 1.

o Axiom3.If A andB are anytwo eventsdefined on S suchthatAnB =0, thatis, AandB are
disjoint event, then P(A u B) = P(A) + P(B).

Ingeneral,ifAl,42,...,AnareeventsonSsuchthatforanytwoeventsAtn4=Q,fori*jthen
(n ) g

Pl U a, l= Z P(Ar)
\ i=l ") j=l

Property 1: Let A be any event. A' denotes the complement of A. Then P(A) - I - P(A).

Property 2: P(0) = 0. That is, the probability of an impossible event is zero.

Property 3: For any event A,0 < P(A) S 1.



If A c B and A, B c S, then P(A) < P(B).

If A and B are any two events, then P(A - B) = P(A) - P(A n B), that is,

P(AnB')=P(A)-P(AnB).

(Addition theorem of probability) For any two events A and B defined on S,

P(A u B) = P(A) + P(B) - P(A n B). It can be seen from following figure.

AnB' AnB A'nB

Figure 3.7

Also observe that, P(A u B) < P(A) + P(B), since P(A n B) > 0. It is known as

Boole's inequality. The equality holds if and only if P(A n B) = g.

These are some important properties of the probability of an event. With the help of
these properties, one can investigate the relationships between the probabilities of an
event. We have introduced the axiomatic approach of the probability of an event.

Let A, B, C be any three events defined on S, then

P(AuBuC) = P(A) + P(B) + P(C) - P(A n B) - P(BnC) - P(A n C)
+ P(AnBnC).

This is the probability that at least one of three events A, B or C occurs.

Let A and B be events with P(A) =$ nlnl =tunaP(A n B) =*.
Find

i. P(A u B)

iv. P(A' u B')
ii. P(A'), P(B')

v. P(A n B')
iii. P(A' n B')

vi. P(A' n B).
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Solution

i. P(AuB)-P(A)+P(B)-P(AnB)=3 .+-* =*
P(A') = I -P(A) = I -3=f; , e1n') = 1 -p(B) = t -+=+
Using De Morgan's law, (A'n B') = (A u B)', we have

P(A' nB') =P(A U B)' = 1 -P(A uB) =, -+=+
By De Morgan's law we have (A'\J B) = (A n B)', we have

P(A' u B') = P(A rr B)' = I -P(A n B) =t -*=i*
Equivalently,

P(A't-r B') = P(A') + P(B')

P(A n B') = P(A) - P(A n

P(A' n B) = P(B) - P(A n

lv.

vl.

- P(A'A B') = 1.+ -+=#
u) =3-*=*

") 
=;-*=*

2, If P(A) = 0.6, P(B) = 0.3 and P(A n B) = 0.2,

Find:

i. P(A u B) ii. P(B') iii. P(A'n B)
Solution

i. P(AuB)-P(A)+P(B)-P(AnB)=0.6+0.3- 0.2=0.70.

ii. P(B')=1-0.3=0.7

iii. P(A'n B) = 0.3 -0.2=0J
3. If P(A) = 0.6, P(B) = 0.4, P(A n B) = 0.2

Compute:

i. P(A u B) ii. P(A') iii. P(A' n B)
Solution

i. P(A\JB)=P(A)+P(B)-P(AnB)=0.6+0.4-0.2=0.8
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P(A') = 1 -P(A) = 1 -0.6 = 0.4.

P(A' n B) = P(B) - P(A n B) - 0.4 - 0.2 = 0.2

Let A, B, C be three events defined on sample space Q.If
P(A) = 0.5, P(B) = 0.4, P(C) = 0.6, P(A 

^ 
B) =

P(B n C') =0.2, P(A n C) = 0.3, P(A n B n C) = 0.1.

Compute:

i. P(AuBuC)
iit P(A n B')

Solution

ii. P(A'n B'n C')
iv. P(A/B)

P(A uB tr C) =P(A) +P(B) +P(C) -P(A n B) -P(B n C) -P(A n C) + P(A n B n C).

= 0.5 + 0.4 + 0.6 -0.2-0.2-0.3 + 0.1 = 0.9

P(A'n B' n C') = 1 -P(A u B u C)' = 1 -0.9 =0.1 (By De Morgan's law)

P(A n B') = P(A) - P(A n B) = 0.5 - 0.2 = 0.3

P(A n B) 0.2P(A/B)=- KB)-=gg=0.5.

5. A and B stand in a queue at random with seven other persons. What is the probability
that there will be two persons between A and B. Assume that all the positions are
occupied randomly.

Solution

Eight positions including A and B are:

The table shows possible arrangement of positions. If A is positioned at 1, B must be at 4 in order
that there are two persons between A and B, if A is positioned at 2,8 must be at 5, if A is positioned

at 3, B must be at 6, if A is positioned at 4, B must be at7, if A is positioned at 5, B must be at 8 and

if A is positioned at 6, B must be at 9. Thus there are 6 positions in all while A and B can

interchange their positions in 2! ways. Hence A and B can take described positions in 2l x 6 = 12

ways. Since out of 9 places 2 positions can be selected in C(9, 2) = 36 different ways, the required
1?. I

probability equals fr = i.

Position 1 2 3 4 5 6 7 I 9

+ 4f T + + t



6. A personal assistant randomly puts 8 letters in 8 addressed envelopes. What is th
chance that all letters are wrongly placed?

Solution

8 letters can be placed on 8! different ways, whereas there is only one way of placing all of them ir

their right envelopes. Hence the required probability = 1 - *.

7. Three swimmers A, B and C are in a competition. A is twice as likely to win as B and B i
twice as likely to win as C. What are their respective probabilities of winning? What i
the probability that either B or C wins? Assume that there are no ties.

Solution

Assume that only one competitor can win in such a race. Further, let us assume that the probabilit
thatCwinsisp.Thus,P(C)=p,where{(0<p<1)}.ItgivesP(B)=2pandP(A)=4p.Further

P(A)+P(B)+P(C)= I=4p+2p+P= I + 7p=l*p=i

421
.'. P(A) =1,P (g) =7,P(C) =i

Arso P (B u c) =P(B) +P(C)-P(BnC) =1 -i=?'.' .," nC) = 0

8. A fair coin is tossed three times. Define event A as observing at least one head and e

least one tail and event B as observing at most one head. Find P(A), P(B), and P(A n B).

Solution

Here S = {HHH, HHT, HTH, HTT, THH, TI{T, TTH, TTT} and it has 8 sample points, whet

A - {HHT, HTH, HTT, THH, THT, TTH} + P(A) = f = O.ZS and B - {HTT, THT, TTH, TTT

4
+P(B)=8=0.50.

Also A n B = {HTT, THT, TTH} = P(A n B) =3 = O.:ZS. Note that P(A n B) = P(A)' P(B)'

9. A box contains 20 light bulbs of which 6 are defective. Four light bulbs are chosen i
random from the box. Find the probability that

i. none is defective,

iii. at least one is defective.

ii. exactly one is defectlve,



Solution

Four light bulbs can be chosen from the box in C(20,4) = 4845 (number of points in sample space).
We assume that the sample space is equiprobable,

i' There are 6 defective bulbs, that is, there are 20 - 6 =14 non-defective bulbs. We want p(none
is defective). There are C(14, 4) = 1001 ways to chose 4 non-defective bulbs. Thus required

1001
probability = 484 =0.206605.

ii' We want the probability that there is exactly one defective bulb in four chosen bulbs. There
are C(6, 1) ways to choose one defective bulb and C(14, 3) to choose 3 non-def'ective bulbs.
Thus, the number of ways to have exactly one defective bulb is c(6, l) x c(14, 3) = 2Ig4.
Therefore, the required probability t, #;3 = 0.450774.

iii' The event that at least one defective bulb is the complement of the event that none is defective,
therefore the required probabiliry = | - 0.206605 = O.lgZZgS.

10. Two amateur bird-watchers shirish ano Niiin visit a habitat.
shirish will identify Black-winged Kite is 0.6g and that of Nitin is
that both will identify the Black-winged Kite is 0.32. what is the
one of them will correcfly identify the bird species?

Solution

Let A be the event that Shirish identifies Black-winged Kite and B be the event that Nitin identifies
Black-winged Kite. we want probability that onl! one of them will correctly identify the bird
species, that is, P(A n B') + p(A'n B). We have

P(A n B') + P(A' 
^ 

B) -p(A) - p(A n B)+ p(B) _p(AnB) = p(A) + p(B) _ 2p(A n B)
Therefore, the required probability = 0.6g + 0.54 _ 2 x 0.32 = 0.5g.

The probability that
0.54. The probability
probability that only

11.AprobleminStatisticsisgiventothree't"aL
are respectively 0.3, 0.4 and 0.6. A and B together can solve tire problem with probability
0'15' A and C together can solve the problem with probability 0.10 and B and C can
solve it with probability 0.25. If A, B and C sit togethei and solve the problem joingy, the
chances of solving it are 0.05. What is the probaUitity ttrat the problem is solvei?

Solution

Let A, B and C denote the event that problem is solved by the students A, B and C respectively. We
need P(A t-.r B u C). We have

P(AuBuc) =P(A) +p(B) + p(c) -p(A nB) -p(B n c) -p(A n c) +p(A n B n c)
P(A uBuC) = 0.30 + 0.40+0.60 - 0.15 -O.25-0.10 + 0.05 = 0.85



12. A coin is tossed three times, find the probability that:

i. two heads appear

ii. at least two heads appear.

Solution

The sample space in this experiment is

O _ {HHH, HHT, HTH, THH, HTT, THT, TTH, TTT}.

Here n(Q) = $

i. Let A be the event that 'two heads appear'. Then A = {HHT,
HTH, THH). n(A) = 3.

-̂t
Thus, P(A) = t.

ii. Let B be the event that 'at least two heads appear'.

B = {HHH, HHT, HTH, THH}. n(B) = 4. Thus, P(B) =

13. If two dice are rolled, find the probability that sum of the
points appears on the uppermost faces is more than 4.

There are 36 sample points in S, that is, n(S) = 36. Let A be the event that sum of the points appears
on the uppermost faces is more than 4. Thus A', the complement of event A is sum of the points
appears on the uppermost faces is less than or equal to 4.

Hence A'= {(1, I), (I,2), (1, 3), (2, l), (2,2), (3, 1) }. There are 6 points in A'. Therefore,

P(A') = ,1 = *.NowP(A)=1-P(A)=t-*=;.

Then
41
8- 2'

The sample space is given by

( (t, t) (1,2) (1,3) (t,4) (1,5) (1,6))
I tz, t) (2,2) (2,3) (2,4) (2,5) (2,q 

I

s _ I (3, l) (3,2) (3,3) (3,4) (3,5) (3,6) I
| (4, l) (4,2) (4,3) (4,4) (4,5) (4,6) I

I (5, l) (5,2) (5,3) (5,4) (s,5) (5,6) 
|\ (6, l) (6,2) (6, 3) (6,4) (6, 5) (6,6) )
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14. Explain Non-deterministic experiment
illustrations.

Solution

In daily life, we talk about chances, such as chance of rain today,
chance of winning a cricket match, chance of passing in an
examination, chance of winning a lottery, so on. These types of
happenings are associated with uncertainties. These are the
experiments in which the result cannot be predicted in advance with
certainty. These experiments are called as random or
non-deterministic experiments. In particular, an experiment with
more than one possible outcome and whose result -cannot be
predicted in advance is called a random Experiment.

For example,

i. Tossing a coin,

ii. Rolling a dice,

iii. Whether item produced by a machine is defective, etc.

15. Distinguish between Deterministic and Non-deterministic
experiments.

Solution

Independence of events

Two or more events defined on sample space S are said to be independent when the outcome of one

does not affect and is not affected by the other. For example, if a coin is tossed by right hand and left
hand, then the results obtained are not affected by hand used. Similarly, if a dice is tossed twice, the

result of the second toss would in no way affected by the result of the frst toss.

with two

$$,*$i*ri#'ft '#ffi inic"iiir.Eiii*tt$s$iiiilltri,#lriiiiit ##Tfiii\irHp#Jfr,* i$iHii+X#,$$*iffil$ffiWHH
t. Only one outcome of the experiment. More than one outcomes of the experiment.

il. Outcome can be predicted in advance.
Outcome cannot be predicted in advance, however,
lisl of outcomes can be prepared.

ilt. The outcome is sure. Occurrence of an outcome is based on chance factor.

tv. No chance factor involved.
Based on past experience and statistical regularity
probability of an outcome can be determined.

Example: Newton's laws, Ohm's law, Boyle's
law.

Example: Tossing a coin, Rolling a die, Germination
of a seed.



Definition: Let A and B be any two events of sample space s
associated with random experiment E. They are said to be
independent or stochastically independent if
P(A n B) = P(A) .P(B) ......... ...................(t)

Remarks

Relation equation (1) does not need p(A) or p(B) be positive.
That is, even if P(A) = 0 or P(B) = 0 then relation equation (l)
can hold good.

{A ^ 
B =0, thenP(A n B) = p(0) = 0 :+ p(A) = 0 orp(B) =0. This means that if A and B are mutually exclusive events

then either P(A) = 0 or P(B) = 0 (or both). If we insist that
P(A) and P(B) must be positive, then A and B can nor be
mutually exclusive and independent.

IfA is an almost sure event, then A and any other event B are
independent. This is really trivial.

If A is a null event then A and any other event B are also
independent.

If A occurs, A' does not occur and vice versa. Stochastic
independence implies that no inference can be drawn from the
occurrence of B to that of A; and therefore stochastic
independence of A and B should mean the same as
independence of A and B'. of course, we must also have then
independence of A' and B and also of A' and B'.

The concept of independence of two events can be generalized
to three or more events.

Examples

1. A card is drawn at random from a *"il;
'an ace cardi and event B, ,'a club card". Are A and B independent?

Solution

P(A) = P(ace card) =#.=f uno P(B) = P(club card) - #=iA n B denotes the event that an ace

of club is drawn, hence P(A r\ B) =+ = P(A) x P(B). This shows that A and B are independent.



2, Let A and B be two independent events defined on a
sample space O. If P(A) = 0.6, P(B) = K and
P(A u B) = 0.8' find value of K.

Solution

Given: P(A) = 0.6, P(B) = K and P(A u B) = 0.8.

SinceeventsAandBareindependentP(AnB)=P(A)xP(B)=0.6xK=0.6K.Weknowthat
P(Att B) = P(A) + P(B) -P(A n B) = 0.8 = 0.6 + K-0.6K

... o.z= o.4K or K = 3i = o.t

3. Sam tosses a fair coin two times and Dave tosses the same coin three times. Let A denote
the event "at most one head" and B denote the event "at least one head and at least one
tail". Examine the independence of A and B and comment.

Solution

Here we have two random experiments, say E1 and E2. Let 51 and 52 denote, respectively, the sample
spaces associated with them. Thus we have

iixrH$p,J$y,sliili$$ilf H$iriiitr$$iffi ffi #hffi iH ii:i; :ri :l:; I ri-iiiiffi+ffi ii iifri$iHriii.i til'i+ii*th d#++'$l$ffi it
Exoeriment Er Ez

Sample space s1 = {HH, HT, TH, Tr} S2 = {HHH, HHT, HTH, HTT, THH, THT, TTH, TTT}

Event A {HT, TH, rr} {HTT, THT, TTH, rTr}
Event B {HT, TH} {HHT, HTH, THH, HTT, THT, TTH}

AnB {HT, TH} {HTT, THT, TTH}

Probabilities

P(A) =;

P@=1=L

P(An B) =i=L

P( )=4/8=L

P(B) = 6/8 =;

e(nne)=$

In experiment 81, P(A n B)

are dependent events.

In experiment E2, P(A n B)

are independent events.

This example demonstrates that when we speak about independence (or dependence) of events we
have events A c S and B c S, that is, these events must belong to the same sample space S.

= j, r1e) =J unO P(B) = j + e1a n B) + P(A) x P(B), hence A and B

= $, e1e) =lunaP(B) = J = rte n B) - P(A) x P(B), hence A and B



wl*t
Gomplete lndependence of Three Events

Let A, B and C be any three events defined on S of a random experiment E. Events A, B and C are

independent if

P(AnB) = P(A)xP(B);

P(BnC) = P(B)xP(C);

P(CnA) = P(C)xP(A);

P(A n B n C) = P(A) xP(B) xP(C)

For complete independence, we need all these relations to hold good. In case of pairwise
independence, first three relations in equation (2) must hold good. Example I demonstrates that
pairwise independence does not guarantee complete independence (or mutual independence).

Solved Examples

1. A fair coin is tossed two times. Let Ar denote the event that first toss is head, Az denote
the event that second toss is head and As denote the event that outcomes of these two
tosses are the same. Show that conditions of pair-wise independence are satisfied, but not
of complete independence.

Solution

Here S - {HH, HT, TH, TT}, Ar - {HH, HT}, Az - {HH, TH} and A3 = {HH, TT}.

Hence P(Al) = P(A2) = P(A3) = 0.5. Also,

A1 n A2 = {HH} + P(Ar n Az) = 0.25 = P(Ar) P(Az);

,A'1 n ,A'3 = {HH} = P(A1 n Ar) = 0.25 = P(Ar) P(A:); and

,A'2 A ,A'3 = {HH} = P(A2 n Ae) = 0.25 = P(Az) P(As).

Thus, all the three conditions for pair-wise independence of three events defined on S are satisfied.
Now for complete independence, in addition to above three we require fourth condition, viz.,

P(Ar n A2 n ,{3) = P(Ar) xP(Az) x P(A3) to hold good.

Here, A1 n A2 n A3 = {HH} :+ P(A1 n 42 n 43) =0.25 # P(Ar) x P(A2) x P(Ar) =0.125.

Thus, pair-wise independence does not guarantee complete independence.

Remark: The concepts of dependence and independence are very important in probability theory.
Incomplete understanding of these concepts will invariably lead to mistakes. e.g., ff a coin is tossed



ten times and it has shown head every time, what is most probable in the eleventh trial? Heads or

tails? If you feel that head has already occurred ten times and if the coin is to be fair it must now start

showing tail (in order to compensate!), you are then absolutely wrong. If the coin is fair, then on the

eleventh toss, just as on the first one, the probability that a head appears is 0.5. However, you have

right to verify the statement that the coin is fair? But how do you verify? For doing this, you must

study statistical inference and testing of hypothesis.

11 t
independent of each other are i , f and i. Find the probability that

i. at least one of them will solve the problem; ii.
iii. B and C will solve the problem.

only A will solve the problem;

Solution

LetusdenoretheprobabilitiesasP(A)=*,t,"r=$unOP(C)=|.nttgiventhatthestudentssolve

the problem independent of each other.

i. Tofind: P(AuBuC). . -

P(AuB uC) = P(A) +P(B) +P(C)-P(AnB)-P(B nC)-P(AnC) +P(AnB nC)
By independence of the events we have

P(A u B u C) = P(A) +P(B) +P(C) -P(A)P(B) -P(B)P(C) -P(A)P(C) +P(A)P(B)P(C)

1 3 1 1 3 3 1 1 1 1 3 1 11
= 5+ 8 

+A-5x 8-8 x 4-ixa+'x8xA=G
ii. Tofind: P(AnB'nC').

iii. Tofind: P(B n

P(B n C)

3. A coin is tossed two times. Let event A denote head occurs
on the first toss and B denote head occurs on second toss.

Verify whether A and B are independent events.

Solution

The sample space is given by 5 = {HH, HT,TH, TT}. Therefore, A =
Hence AnB = {HH}

111
Now, P(A) =i, P(B) =;,P(A.\ B) - O. Here P(A n B) =P(A)P(B)'

Therefore, A and B are independent events.

{HH, HT} and B = {HH, TH}.

p(A n B' n c') = p(A) p(B) p(c') = I " (t - 3)' (t - 
tJ 

= + " ; "1 = +
c).

313
- -vg^ 4- 32
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ExencrsEs
Distinguish between deterministic and non-deterministic experiments.
A list of experiments is given below. Classify them as random or non-random experiments
giving reasons.

i. A light bulb is placed in service and the time of operation until it burns out is measured.
ii. A coin is tossed repeatedly until a head occurs.
iii. The velocity of a falling body after a certain length of time t (in seconds) is observed.
iv. Water in a pot is heated for a sufficiently long time to a temperature in excess of l00oC.
v. A radio-active substance emits a particles. The number of such particles reaching an

observation screen during t seconds is noted.

vi. Cancer patients are divided into two groups, smokers and non-smokers. Ten patients are
put under experimentation and their smoking habit is noted.

vii. A card is drawn from a pack of well shuffled pack of playing cards and its suit is noted.
viii. In an experiment in fermentation studies, a liquid containing yeast cells was thoroughly

mixed and poured in a flat dish.

ix. Number of accidents on Mumbai-Agra highway is recorded.
x. Number of arches on the fingertips of an individual is noted.
xi. A company produces items. A quality control engineer examines a batch of n items and

records the number of defectives in it.
xii. A textile manufacturer observes the number of faults in a meter of cloth chosen from the

daily production.

xiii. A biased coin is tossed.

Specify the sample space 'S'for the following experiments.
i. A coin is tossed.

ii. A die is tossed.

iii. A pair of two coins is tossed.

iv. A card is drawn from a pack of fifty two well shuffled playing cards and its suit is
noted.

v. Two cards are drawn from 5 cards numbered 1 to 5.

vi. A coin and a die is tossed together.

vii' Two dice are rolled and the sum of points on their upper most faces is noted.
viii. A student attempts an examination till he passes.

ix. A problem is given to a group of 20 students. Number of students correctly solving the
problem is noted.

x. A family has two children, elder child is a girl.



ff head4. occurs, it is tossed again only once, otherwise it is tossed two times.

Describe I

i. the"sample space S,

ii. event A that at least one head is observed,

iii. the event B that exactly 2talls occur.

5. Let 41 (i = 1, 2, 3) be any three arbitrary events. Find the expressions for the events that

correspond to the occurrence of

i. only A1,

iii. none of Ai's,

v. at least one of Ais.

6. Give the alternate forms of the events:

i. (AuB)n(AuC),
iii. (A u B) n (A'u B) n (A'u B').

ii. only A1 and A2,

iv. only one of Ai's,

ii. (A u B) n (A't*r B),

7. A family has 4 children. Define the events: A: boys and girls alternate, B: the first and fourth

child are boys, C: as many boys as girls, and D: three successive children of the same sex.

Write S, A, B, C, D.

8. Explain the classical approach to probability.

9. Explain modern axiomatic approach in probabilify theory.

10. Discuss classical definition of the probability of an event.

11. Explain the terms

i. equiprobable sample space,

12. State the axioms of probability.

13. Explain the meaning of

ii. unequiprobable sample space.

i. odds in favour of an event are a : b, ii. odds against of an event are a : b.

State the limitations of classical approach of probability.

State addition theorem of probability.

State giving reasons whether following statements are true or false.

i. If P(A) is zero, then A = Q.

ii. If P(A) is unity, then A = S.

iii. If A, B and c are any three events such that P(A) = 0'5' P(B)= 0'6 and P(c) = 0'25' then

P(A n B) = 0.35, P(A n C) = 0.40 and P(B n C) = 0'45.

iv. If A c B, then P(A) < P(B) alwaYs

14.

15.

16.



il

17 . Verify whether the following are valid probability models (q e S, for all j).

18.

.)
l-i. Ptq) = r; forj = 7,2,3,4

Evaluate unknown constant k in the
probability model.

1ii. P{cq} =ffi;for j = I,2,3,4,5,6,7,8.

following models so that the model can be viewed as

20.

i. P{q} =kj,forj =1,2,3,4,5,6 ii. P{cq} = kj', forj = I,2,3,4.

19. Miss Anandita owns two television sets, one colour and one black-and-white set. Let A be the
event that the colour set is on and B the event the black and white set is on. If P(A) = 0.4, and
P(B) = 0.3, and P(A u B) = 0.5, find the probability of each event:

i. both iue on,

iii. exactly one set is on,

Three coins are tossed together. Let A be the event that exactly 2 coins show heads and B be
the event that at least 2 coins show heads. List the elements of A, B, A', B'. Verify whether A
and B are mutually exclusive. Obtain the probabilities of these events.

A fair coin has numbers 3 and 5 on its sides. The coin is tossed four times. Find the probability
that the sum of numbers observed is less than 16.

Two dice are rolled. Let A be the event that the sum of the points on the upper most faces is
odd and B be the event that there is at least one '3' shown. Describe the following events.
A t-r B, A n B and (A n B') u A'and list the elements contained in it.

J, U, N are in a race; J is thrice as likely to win as U and U is twice as likely to win as N. Find
P(J), P(U) and P(N). Also find

i. P(J u U), ii. P(J'u N).

Two women Wr and Wz and three men Mr, Mz and M: are in a chess tournament. Those of the
same gender have equal probabilities of winning, but each man is twice as likely to win as any
woman.

i. Find probability that a woman wins the tournament.

ii. If M1 and W2 are married, find probability that one of them wins the tournament.

A class consists of 6 girls and 10 boys. If a committee of 4 is chosen at random from the class,
find the probability that

i. 4 boys are selected,

iii. at least one boy is selected,

ii. the colour set is on and the other is off.

iv. neither set is on.

ii. exactly 2 boys are selected,

iv. at most 3 girls are selected.

2t.

22.

23.

24.

25.
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26. Given P(A) =

P(A'u B').

27. IfP(A) =]und

I
4',

-L
3'

P(B) = P(AnB)= Find P(A'), P(A' u B), P(A u B'), P(A n B'),-L
6'

P(B) = f;, ,no* that P(A u B) > 1*o * < P(A r., B) < 
3.

28. Three winning tickets are drawn from a box of 100 tickets. What is the probability of winning
for a person who buys:

i. 4 tickets?

29. Let A, B, C be three

P(C) = 0.45, P(A n B)
Compute

i. P(AuBuC),

iv. P(A'n B'n C),

ii. only one ticket?

events defined on S with probabilities P(A) = 0.35, P(B) = 6.25,

= 0.18, P(A n C) = 0.22,P(B n C) = 0.16, P(A n B n C) = 0.11.

ii. P(A u C),

v. P(A'n B'n C').

30. Let n be the number of elements in the sample space S and N(E) the number of elements in the

event E. Verify whether the following data are consistent:

n = 1000, N(A) = 525, N(B) = 312, N(C) = 470, N(A n B) = 42, N(A 
^ 

C) = 147,

N(B n C) = 86 and N(A n B n C) =25'

31. Define independence of two events. State axioms, if any.

32. What is complete independence?

33. ff A and B are independent, P(A) = 0.20 and P(B) = 0.45, find

i. P(A n B), ii. P(A u B), iii. P(A'n B').

34. If possible, give two examples each of two events which are

i. mutually exclusive and independent,

ii. mutually exclusive but dependent,

iii, not mutually exclusive but independent,

iv. not mutually exclusive and dependent.

35. Three independent components are hooked in series. Each component may fail with

probability p. What is the probability that the system does not fail? Also evaluate the

probability that the system does not fail if these three components are hooked in parallel.



36. Mark the correct answer:

i' Assume that a dice is rolled twice in succession. How many sample points are in S?

ii' Ten numbered balls are placed in an urn. Numbers 14 are red and numbers
5-10 are blue. what is the probability rhar a ball drawn at random is blue?

a. 0.1

c. 0.6

iii. Assume that Ai (i = 1, 2,3) are non-null events such that P(A1n4)=0fori+j.Then
P(A1 u .A,2 u ,A.3) is

a. I

c. less than P(Ar) + p(A) + p(A3)

a.6
c. 36

i. Random (R)

v.R
ix. R

xiii. R

b. t2

d. 42

b. 0.4

d. 1.0

b. P(Ar) + P(AD + p(A:)

d. max {P(A1), P(A), p(At}
37.

38.

The events A, B and C are independent with p(A) = 0.3, p(B) = 0.2 andp(C) = 0.4. What is
the probability that at least two will occur among the three events?

In Science class of a certain college 25vo of the students failed Mathematics, l5vo of the
students failed Physics and l0 vo failed,both Mathematics and physics. A student is selected at
ranoom.

i. what is the probability that he failed Mathematics or physics?

ii. What is the probability he failed Mathematics only?
iii. If he failed Physics, what is the probabiliry rhat he failed Mathematics?
A certain football team wins (w) with probability 0.55, loses (L) with probability 0.35 and ties(T) with probability 0.10' The team plays three games in leajue. Determine the probability
that

i. team wins at least twice and doesn,t lose:

ii. team wins, loses and ties.

39.

ii.

vi.

X.

lv.

viii.

xii.

R

R

R

NR

R

R

AwswERs
iii. Non-random (NR)

vii. R

xi. R



6.

7.

16.

t7.

i. {H, T},

ii. {1,2,3, 4, 5,61

iii. {HH, HT, TH, TT}

iv. {Spade, Club, Heart, Diamond}

v. lll, 12, 13, 14, 15,22,23,24,25,33,34,35,44, 45,551

vi. IHI,HZ, H3, H4, H5, H6, TL,T2,T3,T4, T5, T6l

vii. {2,3,4,5,6,7,8,9, 10, ll,l2l
viii. {P, FP, FFP, FFFP, ... }

ix. {0,I,2,3, ...,201

x. {GB, GG}

s - {HH, HT, THH, THT, TTH, TTT}, A - {HH, HT, THH, THT, TTH},

B - {THT, TTH},

i. ArnAl nAl
ii. Aln,{2nAj
iii. Ain el n Ai = (Ar u Azu A:)'

iv. (ArnAjnel) u(AinAznnl) u(AinAlnA:)
v. ,A'1U ,A2U ,A3

i.(AnB)u(AnC)u(BnC), ii. B, iii. S,

S = {BBBB, BBBG, BBGB, BGBB, GBBB, BBGG, BGBG, BGGB, GBBG, GBGB, GGBB,
BGGG, GBGG, GGBG, GGGB, GGGG},

A = {BGBG, GBGB},

B = {BBBB, BBGB, BGBB, BGGB},

C = {BBGG, BGBG, BGGB, GGBB, GBGB, GBBG},

D = {BBBB, BBBG, GBBB, BGGG, GGGG},.

i. False ii. False iii. False iv.

i. True ii. False t P(i) < 1

: , I .. 1r. K=il ll. K = 100

True



iii. 0.3 iv. 0.5

20. S = {HHH, HHT, HTH, THH, HTT, THT, TTH, TTT},

A = {HHT, HTH, THH},
B = {HHH, HHT, HTH, THH},

A' = { HHH, HTT, THT, TTH, TTT),

$'= {HTT, THT, TTH, TTT},

A and B are nor mutually exctusive. P(A) =*, o,U, = j, f1e) =*, t,"t =*

2r. c
A u B - {L2, L3,14,16,2I,23,25,31,32,33,34,35,36,4I,43,45,52,53,54,56, 61, 63,651,

A n B - {23, 32, 34, 36, 43, 631,

(A n B') u A' = {II, 12, 14, 15, 16,2I,22,24,25,26, 41, 42, 44, 45, 46, 5I, 52, 54,55, 56,
6r,62,64,65,66) =5-3,
621 8 ..t5. g,t,t t. t 1r.

24. i.

25. i. 0.115385 ii. 0.370879 iii. 0.991758 iv.

2 5 11 I 526' 1' 6' rz'E'6
27. i. 0.000105 ii. 0.03

29. i. 0.60 ii. 0.58 iii. 0.05 iv. 0.18 v.

30. P(A u B u C) = I.057, therefore the data are inconsistent.

33. i. 0.09 ii. 0.56 iii. 0.44

35. (1-p)3, 1-p3

36. i. c ii. c iii. b

37. 0.212

38. 0.30, 0.15, 0.666667

39. 0.331375,0.1155

0.991758

0.40

A+

t
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STnilIDARD DISGRETE
DrsrnrBUTrolus

1. Introduction
..

We have considered probability evaluation based on the definition of sample space and events. ln

this chapter, we extend the idea to obtain the probabilities using the relationship between the

outcomes in the sample space and a set of real numbers. This relationship in general is a function

from sample space to set of real numbers. The function under consideration is known as 'random

variable'. We shall now proceed to study the concept of random variable and its probability

distribution.



Goncept of a Random Variable

We have earlier understood the difference between a deterministic model and a non-deterministic
model. In the study of probability, we mainly deal with non-deterministic models. We can associate
a sample space, S with every random experiment. S may or may not be equiprobable. However, we
can specify the probability of a sample point or the probability of an eveni. This enables us to study
the uncertainties associated with the outcome(s) of random experiments.

A list of simple experiments that are observable in our daily life given below:
o Consider a family having n children. Observe the number of male children, say X, in it.

Possible values of X are 0, I,2, ...,n.
o Suppose you bet an amount of Rs.l00 in favour of India's win in a match. Your net gains (X)

are -100, 100.

o In a road traffic study, number of accidents taking place is a variable (X) of interest. The
possible values of X are 0, l, Z, . . ..

' Let X denote the number of telephone channels in use during a specified time interval. The
possible values of X are 0, r,2,..., n, where n is the capacity of the-exchange.

Note that, the experiments listed above are random experiments. A real number is associated with
each outcome of the experiment. Since the outcome itself depends upon chance factor so also must
be the real number associated with outcome. Thus, we have a quantity which varies. Hence we call it
a variable. Moreover it must be called as a random variable (nv.) because the values that it assumes
depend upon chance factor. If the possible values of r.v. are 'isolated' (different) and are countable
then such a r.v. is called a discrete r.v. There are other types of random variables, however, in this
book we will be dealing only with discrete r.v.s.

Definition: Let S be sample space corresponding to a random experiment E. Let X be a real valued
function defined from S to set of real numbers R. That is X: S -+ R, then X is called a random
variable on S.

X is real valued function from S to R means X(ro) e R, o e S. The r.v.s are usually denoted by
capital letters such as X, Y , Z, . .. with or without suffixes. The value of a r.v. X at the point ro e S,
is denoted by X(al). Customarily we make use of corresponding small letters to denote these values,
that is, X(ar) = 1.

Consider an experiment of tossing a fair coin two times. Here, S - {HH, HT, TH, TT}. It consists of
four points. viz., {D1= {HH}, 602 = {HT}, 6s = {TH}, ora = {TT}.
Let X be the number of heads observed in two successive tosses of the coin. So X(cor) = X(HH) = 2.
similarly,x(cu)=X(HT)=1,X((&)=X(TH)=landx(ro+)=X(TT)=O.Thusar.v.Xisafunction
defined on S. The domain set is S itself and co-domain is the set of real numbers R, in particular the
range set is {0, t, 2}. Note that X: S -+ R. The correspondence from S to R is of many-one type.



In the above example, we are dealing with a fair coin. Observe that

f 0, if and only if the outcome is or+

X - 1 1, if and only if the outcome is rrlz or rDg

12, if and only if the outcorne is to1

The above approach helps us to identify the events under consideration. Then the probabilities of
these events can be obtained. Suppose, we want to find the probabilities of events:

i. no head,

ii. exactly one head,

iii. exactly two heads.

It is easy to see that

P{No head}= P{X - 0} = P{aro1 = }.

,l12
P{exactlyonehead} =P{X- 1} =P{rUorcr:3} =P{ro2} +P{roB} = 4+A =2.

P{exactly two heads} = P{X - 2l =P{011 =}.

, We could obtain probabilities of above-mentioned events, because we have identified the possible
values of the r.v. with the subsets of S. Since S is assumed to be an equiprobable sample space. We

I
have P{oti} =iforj = 1,2,3 and 4.Note that P{X = x} ) 0 and E* P{X = x} = 1.

Now we sive formal definition of a discrete r.v.

3, Discrete Random Variable

A discrete r.v. can take countable values. It means either its values are finite in number or its values
can be arranged in a sequence. Thus, a discrete r.v. can assume only isolated values. Note that, these
values need to be real numbers. These values need not necessarily be integers. In this chapter, we
consider only univariate situations. Further, we will be dealing with a discrete sample space and
specified probabilities of its sample points.

Definition: Let S = {0}, (D, ..., 0\} be a finite sample space. A r.v. X, is a function which assigns to
every sample point ol € S, a real number Xi, such that X(q) = Xi, for i = 1,2,3, ..., o.Then X is
called a discrete random variable.



In simple words, X is a real valued function defined on s. It takes finite values corresponding to
finite sample space. Note that, the domain set is always s and the range set is some subset of the set
of real numbers.

The definition can be extended to countable sample space S = {@r, @2,..., e,...}. The
corresponding random variable will take countable values.

A list of some discrete r.v.s. are given below:

i. Number of female children in a family having n children.

ii. Number of peas in a pod.

iii. Number of seedling survived in a plantation.

iv' Number of telephone calls arrived at an electronic switch-board in a given time interval.
v' Luluer of days required to give a hearing in a lawsuit in the court of a law since the case isfiled.

vi. Number of accidents per day on a Mumbai - Bangalore national high way.

vii. Number of defective items in a lot of size N.

viii. Number of misprints on a page of a book.

Suppose that the r.v. X takes different values x;, for j = 1,2,..., n. We are interested in finding outthe probabilities with which these values are taken by X. so we must obtain plx = x1] = f(x),for j = r,2, ..., n. This leads us to a definition of probability ,ous function (pm9 of a r.v. X.

4. Probability Mass Function (pMF)

Definition: Thefunction f(x;) = plx= x.;J, j = r,2, ...,n defined forthe varues Xr, X2, ..., xo assumedby X satisfying

f(x1) = p[X = x:] = p;> 0; Vj = 1,2,....,n

.L (x:) = .I_ 
pX = *J =.I, p: = t. ....................... (r)j=l j=l j=l -'

is called the probability mass function (pmf) of X.
Remark: Any function sarisfying Equation (r) qualifies to be a pmf.



Let X denote the number of heads in two successive tosses of a fair coin. Obtain
pmf of X.

Solution

Consider a random experiment of tossing a fair coin two times. We then will have S - {HH, HT, TH,
TT)= {c01, 002, clb, ro4}.It is an equiprobable sample space.

Clearly, X(HH) = X(ror) = 2, (HT) = X(rD) = 1, X(TH) =X(c&) = I and X(TT) = X(co+) = 0.

Thus, the possible values of X are 0, 1 and 2. The pmf of X is given by f(x) = P[X = x]
for x = 0,I,2.

f(0)=P1Y-xl=PtTTl=i

f(1) = P[X = 1] = PlHrl + P[rH] =i*i=i
f(2) = p1y =2!=PtHHl =i
We need not use the notation f(x) always. Some authors prefer to use the notation P[X =x] or P(x) to
denote f(x).The pmf of X can also be written in a tabular form as follows:

Obtain

Pmf of X

5. Qumulative Distribution Function (GDF)

Deflnition: Let X be a discrete r.v. having pmf P(x). The cdf of X is F: R -r [0, 1] such that for each
x e R, Fx(x) = P[X < x]

Note that, the domain of a cdf is the entire real line and not just the set of values of the r.v. X.

For discrete r.v,s we consider the function Fa(x) = PtX < Xl = I P(t), where we consider the set A
t€A

of all points inRthatare less than orequalto x; thatis, A= {t lt< x andt e R}. ThefunctionFx(x)
is called distribution function (or cumulative distrtbution function) of the discrete r.v. X. The cdf of a
r.v. X is denoted either by Fa(x) or by F(x) or by F(.).



Properties of CDF

i. F(x) is defined for every x e R.

ii. 0 < F(x) S l, since F(x) is a probabiliry.

iii. F(x) is a non-decreasing function of x. That is if x1 < x2, then F(x1) < F(x).

iv. lim F(x) - 0 - f(*) and lim F(x) = 0 = F(-).
X* x-+€

v. F(x) is right continuous everywhere.

Note that,

' Any function F: R -+ [0, 1] which satisfies above properties is a cdf of some r.v.

r Several random variables can have the same cdf. If two random variables have the same cdf
then we say that they have the same probability law.

o Suppose lim F(x) =c >0(1 *c (-), thenproperly scalingthis function wecanobtain
x-+€

F(x)
H(x) =; as a cdf of x e R.

o lfa,be Randa<b,then

i. P[a<X<b]=F(b)-F(a).

ii. Pla<XSbl=F(b)-F(a)+P[X=a].

iii. P[aSX<b] =F(b)-F(a)-PIX=b] +P[X=a].

iv. Pla<X<bl =F(b)-F(a)-P[X=b].
v. PIX> al = 1-PX<al = 1-F(a).

r Relation to pmf: P[X = xi] = F(x.;) - F(x.;-r), (j = 1, 2, . ..).Using cdf (pmf), we can obtain pmf
(cdft.

I Cdf of a discrete r.v. is usually, though not always, a step function. This can be seen by
plotting a graph of F(x) Vs X. It is easy to see that F(x) is the theoretical counterpart of 'lesi
than cumulative frequency curve'. Also draw the graph of H(x) = 1 - F(x). Suppose X denotes
the life-time of a component. Then H(x) will denote the probability that the component will
survive beyond the time x. It is referred as the survival function.



Example

Consider the following pmf and corresponding cdf

2 3 4 5 6 7 8 9 10 11 12

2
36

2
36

3
36

4
36

5
36

6
36

5
36

4
36

3
36

2
36

1

36

ffi*t 3
36

6
36

10
36

15
36

21

36
26
36

30
36

33
36

35
36

36_,,
36-'

Mathematical Expectation

Mathematical expectation is very important concept in probability distributions. It is useful in
locating the point of equilibrium of the distribution.

Definition: The expectation E(X) of a r.v. X assuming values xr, X2, ... with probabilities p(xr),

p(xz), ... is given by E(X) = I *.i p(xi) provideO f, tx; lp(x) is finite.
JJ

Remarks:

. Many times the suffixes in the expression are suppressed and the formula is written as

E(x) = E xp(x)

o Recall that a discrete sample space has either a finite number of points or its points can be

arranged in a sequence. Since a r.v. is a function on the sample space, it can have either a

finite number of values or its values can be arranged in a sequence. If a r.v. X takes finite
values, we can use the phrase that 'X is a r.v. having finite sample space'. In such a case E(X)

is simply the usual sum, viz., E(X) = E ".ip(*). 
It always exists.

J

o The most common r.v.s have finite expectations. Hence the concept. In this text we will study
the r.v.s having finite expectation only. Interested students may verify the existence of
absolute convergence

o lf X assumes a countable number of values then it is necessary to show that the series

E(X) = !, x; p(x;) converges absolutely; that is ! I x1 | p(1) must be a convergent series.
JJ

r The terms mean, average and mathematical expectation are synonymous. E(X) is referred as

the mean of the distribution.



o The centre-of'mass interpretation of E(X): E(X) is a 'weighted average,. It can be considered
as a measure of the 'center' of the associated probability distribution. Think of E(X) as the
centre of gravity of the probability distribution. If a mass p[X = x] is placed at the point x for
each x on a beam then the balance point of the beam is at E(X). Alternatively, if the random
experiment E is repeated large number of times and the average of the observed values of X is
computed then with a high probability, this average will be close to E(X).

Examples

Consider a r.v. X having pmf as given below:

Find E(X).

Solution

By definition, E(X) =

.'. E(X) =

| ":p(*:).J

(-1) (0.07) + (0) (0.18) + (r) (0.2e + e) e.20) + (3) (0.24)+ (a) (0.07)

1.57

Consider cdf of r.v. X.

Find E(X).

Solution

we are given cdf of X. Therefore, first step is to obtain pmf of X. The table below gives pmf of Xand xlp(x1).

ffir
0 1 2 3 4 5 6 Total

0.08 0.24 0.50 0.50 0.72 0.93 1.00
0.08 0.16 0.26 0.00 0.22 0.21 0.07 1.00

0 0.16 4.52 0.00 0.88 1.05 0.42 3.03

Thus, E(X) = I *: p(x.;) = 3.03.
J



6.{ Properties of Expectation

We are given a r.v. X and its pmf. Many times our interest is not in E(X) but in E[g(X)], where g is
any real-valued function of X. For example, g(X) may be X2 or (X - E(X))2, or eo, where t is any ieal
number and so on. Since X is a r.v. so also will be g(X). We, therefore, can certainly use the
definition of E(X) by obtaining the probability distribution of Y = g(X) and find E(Y). However it
may not be easy to obtain pmf of g(X). Moreover, it is not needed also. To know more about it study
the following example:

Examples

1. Suppose the r.v. X has following probabillty distribution. The pmf of X is

Find E(X), E(f).
Solution

By definition,

E(X) = Ixp(x) = (-2)(0.1) +(-1) (0.2) +(0) (0.3) + (1) (0.2s) + (2)(0.15) =O.rs
Let g(X) = X2.

Note the possible values of g(X) are 0, 1 and 4. These occur respectively with probabilities 0.30,
0.45 and 0.25.

Thus, the pmf of Y = g(X) is given by

0 1 4

i$llrN o.3o 0.45 0.25

Thus, E(Y) = I yp$) = (0) (0.30) + (1) (0.45) + (a) (0.25) = 1.45

We shall now compute Etg(X)l = E(X2) without using pmf of g(X).

E1X2;= Ix2p(x)=(4)(0.10)+(1)(0.20)+(0)(0.30)+(1)(0.2s)+(a)(0.15) = 1.45

Note that E(X2) obtained by both ways is the same. It happens because of the property l, stated
below.

Property 1 (Without Proof): Let X be a discrete r.v. with pmf P(x) with range space in R.
Let g(X) be any real valued function of X, then EIg(X)l is given by

Etg(X)l = I g(x) p(x) provided the sum converges absolutely.



Since X is a r.v. the function g(X) of the r.v. X itself, is also a r.v. 
?

Let us denote g(X) by Y, that is, when X = X;, Y = g(x).By definition,

E(Y) = I y Pr(y), where Py(y) is the pmf of y.
J

Property 2:LetXbe a discrete r.v. with pmf P(x) then E[aX + b] = a EtXl + b, where a and b are
constants.

Property 3 (The linearity property of expectation): Let X and Y be two r.v.s having
expectations, then E[aX + bY] exisrs and E[aX + bY] = a E[X] + b E[y], where a and
constants.

If we put a = b = 1 in Ela X + b Yl. We then have E[X + y] = E[X] + Etyl. Similarly, if we put
a = 1 and b =-1 to get EIX- Yl =EIXI -Etyl.
2. A biased die is rolletl. Let X denote the score on the die. Let p[X = x] be proportional to

x. Find ElXl.

Solution

Let X denote the number on the die. Since P[X = x] is proportional to x, we write p(x) = kx, where

k > 0. Then we must have X p(*) = 1=+ k + 2k +3k + 4k + 5k + 6k = 1 = 2lk =l or k = f,. tnu., I

the pmf of X is

rinit" 
I

b are'

Clearly

6

E(X)= I, *r1";=
x=1

(l+4+9+16+25+36\
21 = t]. No,. that ElXl = t{ i, nor one of the possible

values of X. In fact it need not be so.

6.2 Variance

Let X be a discrete r.v. with pmf P(x), having finite mean 'm', the variance of X denoted by Var(X)
or o] is given by Var(X): d = EtX * E(Dl2 = E* [x - E(X)]z p(x).

Simplifiedform: Yar(X): d = E(X2) - {E(X)}'= E(X2) - m2.



rks

Variance is always a non-negative number.

The positive square root of the variance is called as the standard deviation (s.d.) and is usually
denoted by o.

The variance and s.d. are the measures of the 'spread' or 'dispersion' of a distribution. If a r.v.
X takes values near to E(X) with a large probability, X will have a "concentrated" distribution,
otherwise it will have a large variance.

The s.d, must be expressed in the same units as the individual values of the r.v.

Variance is zero if and only if the r.v. X assumes only one constant value. Such a r.v. is called
a degenerate r.v.

Var(aX + b) - a'Var1x;, variance is invariant to change of origin but not of scale.

Consider pmf of a discrete r.v. X

Find Var(X) and also Var(4X - 3).

First we compute E(X).

E(X) = (-1)(0.05)+(0)(0.18)+(1)(0.25) +(2)(0.22)+(3)(0.15)+(a)(0.09)+(5)(0.06)

= 1.75

Now we compute Var(X) using its definition.

Thus, we have Var(X), d = EtX * E(X)l'= E* [x - E(X)]2 P(x) = 2.4075.

Var(4X - 3) = +2 VarlX; = 16 x 2.4075 = 38.52. (-3 is change of origin factor, which has no effect
on variance.)

2. In example 1, in section 6.1, we have E(X) = 0.15 and E(X2) = 1.45 thus Var(X) =
I.45 - (0.15)2 = 1.4275 and standard deviation o = 1.1948.



Standard Probability Distributions

In this section, we shall introduce two important standard probability distribution, viz., binomial
distribution and Poisson distribution

7.1 Discrete Uniform Distribution

In some real life situations involving classical assignment of probability can be modelled by a
discrete r.v. that assumes all of its values with the same probability. For example, a fair dice is
rolled; a lucky ticket is drawn out of N lottery tickets. In these experiments, the use of discrete
uniform disribution is appropriate. The possible outcomes of these experiments can be related to a
set of consecutive natural numbers.

Definition: A r.v. is said to have a discrete uniform distribution on integers I,2, ..., N if its pmf is
given by

f !. forx = 1,2,3, ...,N
P[X=x]- jN'

L o, otherwise

This can be abbreviated as X -+ DU

The pmf can be represented in table form as follows:

Example

Suppose a fair dice is rolled. Let X denote the outcome on the dice. Clearly X takes values 1,2,3, 4,

5 and 6, each with probability |. rn" pmf of X in rable form is as follows:

X -+ DU (6)



7,2 Cumulative Distribution Function (CDF)

By definition, cdf Fx(x) is given by

lxl
F.(x) - P[X<x]= I,rJX=t1

Since X -+ DU(N), we have F1(x) =

k=1

111 I txl
+-rN'N'N ""'N- N

\----r'----2
[x] times

where [x] is the largest integer smaller than x, that is [x] S x < [x] + l. Hence F1(x) = Fx([x]).

We can represent pmf and cdf in the tabular form as follows:

Mean

The mean of discrete uniform r.v. X is given by

NNrlNT
E(x) = Exp[X=x] = E* *=* 2 *=$tr

Variance

The variance of X is given by d = E(X2) - tE(X)lt.

Consider

+2+3+...+N=*"\q'!=Y

E(X) = Ex2P1X=x1
x=l

N

= E *'.*
x=l 't\



_1il-N;

I
= NX'

, 
*t=N 112 +22 +32 +...+N,)

N(N+ 1)(2N+ 1) (N+ 1)(2N+ 1)

(N+l)(2N+1)

6

... d= [(N + l)1, N2 - I-|-|-__L2J_T2
Examples

1. A r.v. X -+ DU(N) such that mean = variance, find N.

Solution

Given: X + DU(N) such that mean = variance, therefore

N+l N2-1 (N+lXN-1)
2 =T +N+ I =-e--+N_ 1=6:+N=7

A fair die is tossed twice. Let X denote thu o.rtc
outcome in second toss. Obtain the pmf of X + y.

Solution

clearly X + DU(6) and y-+ DU(6) and X and y are independent r.v.s.

The pmf of X is given by

The pmf of Y is given by

Let Z = X + Y. The possible values of Z are 2, 3, 4, 5, 6, 7,8, 9, 10, 1l and 12. Thetable below
gives the pairs (x, y) associated with the possible values of Z andcorresponding probabilities.



Probabilitv Mass Function of Z=X + Y

2 3 4 5 6 7 B 9 10 11 12

Total

(1 ,1) (1,2)

(2,1)

(1,3)

(2,2)

(3,1)

(1,4)
(2,3)

(3,2)

(4,1)

(1,5)

(2,4)

(3,3)

(4,2)

(5,1)

('1,6)

(2,5)

(3,4)

(4,3)

(5,2)

(6,1)

(2,6)

(3,5)

(4,4)

(5,3)

(6,2)

(3,6)

(4,5)

(5,4)

(6,3)

(4,6)

(5,5)

(6,4)

(5,6)

(6,5) (6,6)

1

36
2
36

3
36

4
36

5
36

6
36

5
36

4
36

3
36

2
36

1

36 1

The above pmf can also be written in the following form:

6 -lx-71P(x)=PtX-tl= 36 ;x=2,3,4,...,12

Observe that the properties given in equation (1) are satisfied by above two functions P(x), therefore
they are proper pmfs.

Graphical representation of pmf: The pmf of any discrete r.v. can be represented by line diagram.
The line diagram is drawn by plotting on scaled graph with co-ordinates (x, p(x)) and then
perpendiculars are drawn from these points on to X-axis. We illustrate this with the help of above
pmf.
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Figure 4.1: Graphical representation of pmf



From the above graph it can be seen that the pmf polygon is a triangle. It can be shown in general
also, if X and Y are independent identically distributed DU(N) r.v.s then X + y has triansular
distribution taking values 2,3, 4,. .., 2N.

7.3 Bernoulli Distribution

Consider an experiment which results in either success or failure in one tial. For example, tossing a
coin, result is either head or tail, student appearing for an examination either passes or fails, an item
inspected is either good or bad, so on. Such an experiment is called as Bernoulli experiment or
Bernoulli trial. Usually one of the outcomes of the trial is labelled as 'success' and the other as
'failure'. We assign value '1' to success and '0' to failure. Let 'p' is the probability of success. Then
we can write

Failure
Success

0
1

Q=1-p
p,0<p<1

A random variable (r.v.) X which assumes only two values 0 or 1 is called Bernoulli variable.

Definition: A r.v. X is said to have Bernoulli distribution with parameter 'p' if its pmf is given by
PIX= 0l =9 = 1 -p and PIX - 1l =p; 0<p < 1.

It also can be written as

P[X=x] =
forx=0,1;0<p<l

otherwise

CDF

The cumulative distribution function is given by F(x) = p[X < x]. Thus we have

{n- 
(1 - n)'--;

ol t

ql p

;Tq.p=1

Mean

Mean is given by

I
E(x) = XxP(x)=0xq+ 1xp-p



Variance

First we shall compute E(X2).

I
E(X1 = I^ x'e1x;=02x q,+I'xp=p

x=0

Variance'd' is given by o2 = E(X2) - IE(X)I' = p-p2 = p(l - p) = pq.

7.4 Binomial Distribution

Consider an experiment which results in either success or failure in one tial. For example, tossing a
coin, result is either head or tail, student appearing for an examination either passes or fails, an item
inspected is either good or bad, so on. If 'p' is the probability of success and the experiment is
conducted under identical conditions for a fixed number of time, say n, then the number of successes
is a random variable (X) which possesses binomial distribution with parameters 'n'and 'p'.

Definition: A discrete random variable is said to have binomial distribution with parameters n and p
if its pmf is given by

P[X=x] =nC*p-(1 -p)n-*; x=0, 1,2,...;n,0<p< 1.

Sometimes 1 - p is replaced by q, then the pmf is written as

PIX =x] =lC*p* qn-*; x =0, 1, 2, ...,ii0< p < l; q= I -p.
Remark

. Notation X -+ B(n, p).
o Mean: E(X) = np, Var(X) = npe.Mean > Variance.
o Binomial distribution is the basis for developing control charts for fraction defectives, that is,

p-charts.

Solved Examples

1. LetX+B(8,0.4).FindPIX-3orX=41.
Solution

X + B(8,0.4).

PIX = 3 orX = 4l = PIX = 3l + PIX = 4l

= 0.2787 + 0.2322= 0-5109 (From Statistical tables).



2. A fair coin is tossed 6 times, if getting head is a success find the probability that

i. exactly 2 heads occur, ii. at least four heads occur.

Solution

Let X denote the number of heads occurred in 6 tosses. Clearly X -+ 8(6, 0.5).

The probability that exactly 2 heads occur is

P(X = 2) =uCr(0.5)2 (0.5)4 =0.234375.

The probability that at least 4 heads occur is

P(X>4) = P(X =4) + P(X = 5) + P(X = 6)

- uco(0.5)4 (0.5)'z + ucr 
10.5;t (0.5)t+ ucu (o.s)u (o.s)o

= 0.234375 + 0.093750 + 0.015625 =0,343750.

3. A machine produces t57o defective items of its total output. A sample of 10 items is
drawn randomly, what is the probability that the sample will contain

i. at most 2 defective items. ii. at least 8 defective items?

Solution

Let X denote the number of defective items in the sample of size 10. Here success is to get an
defective item, hence the probability of success is 0.15. Therefore, X -+ B(10, 0.15).

The probability that at most 2 defective items is

P(X< 2) = P(X = 0) +P(X= l) + P(X = 2)

= t'co 
10.15;o (0.85)10 + toc, (0.15)1 (0.85)e +tocr(O.r5)2 (0.818

= 0.196874 + 0.347425 + 0.275897 = 0.820196

The probability that at least 8 defective items is

P(X > 8) = P(X= 8) + P(X = 9) + P(X = 10)

= toc, 
10.15;t (0.8t2 + toc, (0.lte (0.8t1 + toc,o (0.15)t0 (0.85)0

= 8.6651332x 10-6 = 0.0000086651332.

4. The mean and variance of a binomial distribution are 5.4 and 2.97 respectively, find
P[X = 3].

Solution

We have X -+ B(n, p), where n and p are unknown. We know that E(X) = 5.4 and Var(X) =2.97.



That is np = 5.4 and npq =2.97.Therefore, H = ,=H= 0.55.

Thus, p - 1- q = 0.45. This gives us n = 12.

Hence X -+ B(12, 0.45). Then PIX = 3l = 
t'C, (0.45)3 (0.55)e = 0.O92326.

5. The incidence of a certain disease is such that on the average 20Vo of workers suffer
from it.If 12 workers are selected at random, find the probability that

i. exactly 3 workers suffer from it, ii. at most 2 workers suffer from it.

Solution

Let X denote the number of workers suffering from a certain disease out of 12. The probability that

worker suffers from diseas" i, ffi = 0.20.Therefore, X --; B(12, 0.20).

i. The probability that exactly 3 workers suffer from it is

P(X = 3) = t'C, (0.20)'(0.80)e =0.236223

ii. The probability that at most 2 workers suffer from it is

P(X < 2) = P(X =0) + P(X = 1) + P(X =2)

. = t'cb (0.20)o (0.80)t2 + ttc, (0.20)t (0.80)tt +t'cr.(0.2q2 (0.80)10

= 0.068719+0.206158 +0.283468 = 0.558365

6. In a pot 10 seeds are planted. The probability of germination of a seed is 0.90. Assuming
independence of seed germination, obtain the probability that

i. all seeds germinate,

iii. exactly 5 seeds germinate.

ii. no seed germinates,

Solution

Let X denote the number of seeds germinate out of 10 seeds. The probability that a seed germinates

is 0.90. Therefore, X -+ B(10,0.90).

i. The probability that all seeds germinate

P[X = 10] = toc,o (0.90)to(0.to)o = 0.348678.

ii. The probabilitythat no seed germinates

P[X=0] = toco(0.90)o(0.10)10 = *=0.



The probability that exactly 5 seeds germinate

PIX = 5l = toc, (0.90)5(0.10)5 = 0.001635.

7. The probability that a machine produces a defective item is 0.05. Find the probability
that in a lot of 20 items

i. there is no defective item,
iii. at most three defective items.

ii. exactly 2 defective items,

Solution

Let X denote the number of defective items in a lot of 20 items. The probability that an item is
defective equals 0.05. Therefore, X -) B(20,0.05).

i. The probability that there is no defective item

Ptx - 0l = tOcb (0.05)'0(0.95)0 = 0.358486.

ii. The probability that exacrly 2 defective items.

PIX = 2l ='oCr(0.0t2(0.95)t8 = 0.1gg677.

iii. The probability that ar mosr 3 defectives

P(X< 3) = P(X=0) +P(X= 1) + P(X =2) +p(X = 3)

- 'oco (0.05)0 (0.95)20 + toc, (0.05)t (0.95)re +rocr(0.05)2 (0.95)18

+'oc, (0.05)3 (0.95)17

= 0.358486 + 0.377354 + 0.188677 + 0.059582 = 0.984098

8. How many independent trail each with p = 0.10 must be performed to urrs,r"e tt at the
probability of at least one success is 0.70 or more?

Solution

The probability of at least one success in 'n' independent Bernoulli trails is

P(X> 1) = 1 -P(X-0) = I -(0.90)".

We must find'n'such that 1 - (0.90)" > 0.70, rhat is,0.30 > (0.90)".



sider the following table where we calculate (0'90)".

tliiiiilrr+lri:lFK+tfls,ls${tjx#

1 0.9000

2 0.8100

3 0.7290

4 0.6561

5 0.5905

6 0.5314

7 0.4783

I 0.4305

I 0.3874

10 0.3487

11 0.3138

12 0.2824

we find that for n = 12, (0.90)' < 0.30. ThUs 12 independent trails are required.

Alternately, consider the equation

10(0.30) = n logro(0.90) :+ 4.5229 ) -0.0458n'

. 4.522e
s gives us n = ffi= 1L43. That is 0.30 = (0.90)rt'43. So as to have 0.30 > (0.90)", we must

have n > II.43, hence we take n = I2.)

g. A manufacturer of regulator valves claims that only 2Vo of his production is defective.

He supplies valves in a shipment containing 1000 boxes of l0 regulator valves. Find the

expected number of boxes having at most I defective valve.

Solution

Here we have X -+ B(10,0.02). First we shall obtain P(X < 1).

P(X<l)= P(X=0)+P(X=1)

= toco (0.02)o (0.98)10 + t'c, (0.02)t (0.98)e

= 0.817073 + 0.166750 =0.983822.

Expected number of boxes having at most 1 defective valve

= 1000xP(X< 1)= 10@ x0.983822=983.822=984.
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lv.
Discrete random variable

Cumulative distribution function
2.

3.

i.

iv.

A r.v.

P(x) = k(x + 2), for x = 1,2,3, 4

P(x) = kx2; for x = I,2,3, 4, 5

5.

i. Find c, ii. ObtainPlX<41andPI(O<X<6) u(8 <X< 12)1.

Find p, PIX < 51, PX > 31, pmf of 4X - 3.

The probability distribution of a r.v. is
PIX = x] = kx;for x = 6,7, ...,20

= 0; otherwise
Find k, PIX > 8'|, P[6 <X < 13], P[(7 <X< t2) u (10<X < t5)].
Find the probability distribution of the absolute difference of the numbers when a pair of fair
dice is rolled.

From an urn containing 8 red and 5 white balls a man is to draw three balls at random with
replacemenr, find the probability distribution of number of white balls drawn.
An urn contains 8 white balls and 4 black balls. From it five balls are selected bv the
procedure of
i. simple random sampling with replacement, and
ii. simple random sampling without replacement
For each of these cases find the distribution of the number of white balls in the sample.
A discrete r.v. takes values 0,I,Z.If for some constant k, p[X = i] = kp[X = i - 1],]or i= 1,2.
Find E(X) and V(X).

Suppose the r.v. X has following pmf: p[X = *] = * for x = 1.2,3,4, 5,6.

Find mean, median, mode and V(X).

6.

7.

8.

9.

10.

ExencrsEs
1. Explain the following terms:

i. Discrete sample space

iii. Probability mass function
Check whether the functions given below are valid pmf. Obtain unknown constants, if any, in
P(x) so that P(x) becomes a pmf.

kii. P(x) =ff; for x =0, t,2

v. P(x)=k(x+ 1)2;forx= -3,-2,-I,I,2,3
X has following probability distribution:

0 2 4 6 I 10 12

c 2c 2c 3c c" 2c2 6cz
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Wi*s'$ls$i?,fiffffi,wwe*,F.tiffi:$ffiU,u ;S,{ffi$l#j,H##1,#ffiSJ*ffi$H$ffi

I1. If X -+ DU(10);which of the following statements is corect.

a. E(X) = 5.5, Var(X) = # b. E(X) = 5.5, Var(X) =#
c. E(X) = 5.5, Va(X) =fr d. E(X) = 5.0, VarlX) =fr

12. A one digit random number (X) is drawn, assuming that X takes values O, l, 2, . . . , 9 with
equal probability.

obtain Plx < 51, plx > 41, p[ 2 <x< 7], plx > 3 tx < 61.

Let X -+ DU(3) and Y -+ DU(5), assuming independence of X and Y, find the probability
distribution of
i. U=X+Y, ii. V=lX-Yl.
A person lands at an international airport. He has the option to select any one of the four travel
routes, say Ai for i = 1,2,3 and 4, to reach his destination. The route 41 costs Rs. 500/- and
requires two hours of travel time. The route .{2 costs Rs. 350/- and requires three hours. The
routes A3 and Aq both cost Rs. 300 but respectively require four and five hours ofjourney
time. Assume that the person chooses his options randomly each time, find his expected
journey time, his expected cost to reach the destination and also the average cost per hour.
The number of hardware failures of a computer system in a fortnight of operation has the
following pmf:

0 'l 2 3 4 5 6

0.20 0.30 0.25 0.10 0.08 0.05 0.02
Find average number of failures by
i. mean, ii. mode,
iii. median and iv. the standard deviation of number of failures.

16- Suppose X takes values 0.5 and 2 with equal probability. Find E(X), E(l/X) and comment on
the results.

Let X -+ B(10,0.45). Find
i. P[X = 4], ii. PIX < 31, iii. PIX > 71.

Let X -+ B(2, p);Y -+ B(4, p). If PtX ) 1l = ft;nnapty > 21.

19. Let X -+ B(n, p); E(X) = 6 and Var(X) = 4.2,frnd n and p.
20' Three out of every hundred income-tax returns are found to be illegitimate. If an office

chooses 12 returns at random find the probability that
i. none return is illegitimate, ii. at most 3 returns are illegitimate.

2l- The probability that the battery cell will last for at least l80 days is 0.70. Find the probability
that among 15 such cells at least 12 cells will last for 180 or more davs.

15.

t7.

18.

^j1..1011z. r. lg u. n nr. 55 iv. 
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.1..580r. t, ll. g and g1

6179
25, ZO,;3' , Probabiliry distribution of 4X - 3

5.

6.

. I 2t92
K = JD6'65' 195

X=la-bl

pror = (*)',prrr = r(*)'fo) , rrzr = r(*J (rr3' ,pr3r = (iJ
Probability distribution X: No. of white balls:

Let P(0) i. p, then P(1) = kp, P(2) = Fp. E(X) = kp(l + 2k), Var(X) = kp( I + 8p) - kp2( I +2k)z

, !t:.;.:iHL

3.5,3, mode does not exist, Yar =2.916667

3111
E ';,; ';JLLL

PrnfofX+Y

Pmf of lX - Yl

14. Rs. 362.5, 3.5 hr, Rs.103.57ltrr
15. 1.79,l, l, 1.499633

16. E(X) = E( 1D() = l.25.This happens because *, = * with equal probabilities.

17. 0.2060,0.0652,0.0610
18. P = 0.6,0.8208
19. na20,p=0.3
20. 0.693842,0.99967

Q.
urst0rl

r,ql 1 5 10 13 17 21

# ffiffi#
z
5

6
25

3
25

3
50

3
100

3
20

0.041152
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1. lntroduction

In decision making we come across different types of models. However, every situation can not be

represented in a perfect mathematical or stochastic model. The situation or system may be too

complex to be represented by a model. There are situations in businesses, commerce, economics,

social, medical and physical sciences it is not possible to build an appropriate model. This drawback

can be overcome by making use of virtual or imitative models. Such models are generally called as

simulation models.

In this chapter we study some simple simulation techniques.



2. Definition

R' E' shannon defines simulation as 'simulation is the process of designing a model of a real systemand conducting experiments with this model for the purpor" eithe, of"unolrrtunoing the behavior ofthe system or of evaluating various strategies lwithin ir,. ti-it, imposed uy u 
"fit".ron 

or set ofcriteria) for the operation of the system'.
This can be further described as the solution of any problem in a system becomes complicated if thesystem is not adequately represented by theoretical models. Then by the knowledge of the importantcharacteristics and rules of operation of u,yrt"rn, we can visualize the behavio,irtt" system. It ispossible by applying random sampling to the components of the objects or events of a population tofind- the corresponding probability an? then the expressions in the model are evaluated. In certainmodels' there are terms and variables which .un ntt be evaluated exactly. However, by assumingsome theoretical probability distribution of various components we can find the solution. Theprocedure is generally called as simulation.
Simulations models are abstractions of reality. Thus, simulation is the imitation of the operation of areal-world process or system over time. In the act of simulating something we first require todevelop a model which represents the key characteristics or behaviors/functions of the selectedphysical or abstract system or process. The model represents the system itself, whereas thesimulation represents the operation of the system over time.
In day to day life, we come across events like paying bills, withdrawing money from bank or ATM,filling petrol in vehicle; where we need to waii in qieues ior rorn" time. How much do we need towait? This can not be. answered. Taking into account the arrivar rate and departure rate of customerswe can build a waiting line model. slmulating the model ttre seruice providers can take properdecisions so that the customers need to wait in queue for shortest time on an average.
Simulation techniques are used because

i. the system as yet does not exist.

ii' experimentation with the system is expensive, too time consuming, too dangerous,
iii. experimentation with the system is inappropri ate,for exampre disaster planning.
However, if the system can be modeled analytically simulation is not carried out.

Random Number Generator

The procedure exercised for simulating a model is based on the use of set of random numbers.

liljr"rfr:"mbers 
are the numbers selec"ted in such a way that every number has an equal chance of

3.



Elements of Statistics Simulation Techniques

ln 1930, Kendall and Bobington_Smith published random nulnber tables which were generated with
the help of a spinning disc illurninated by a f-lash lamp. 'fhe sinrplest randorn number generators are

coins, dice and bags of colored balls, playing card. Coins and l)ice are impracticable for all
simulations. Many times simulations are conducted with aid o1'rcadily avnilable random number
tables. ln recent years, computers are used to generate randour nuntbel's.

Pseudo-Random Number Generator

When a computer is used in simLrletion then it is not advisablc to lill compul.er ntemory with a large

number of random digits. Programs have been developcd to generatc predictable and reprodncible
random numbers. A Pseudorandom Numbcr Gcnerator (I'llNG), also known as a Dcterministic
llandom Bit Generator (DRBG) is an algorithrn ltrr gcncrating a sequence of numbcrs that

approximates the properlies of random numbers. 'l'he secluence is not truly randotn because it is

completely determined by a relatively small set of initial values, called the PRNG's statc, which
includes a truly random seed.

In MS-EXCEL, the slandard function RANDQ generates nniform randotn numbers between 0 and 1.

Also, there are many rnethods to generate pseudo-random numbers. 'fhe cotnmonly used tnethods

are the mid-square and congrr"lential techniques.

4. Monte Garlo $imulation

Monte Carlo technique is a part of simr-rlation procedure where random observations are selected

within simulated model. The samples o1' random variables associated either with inputs of the

processing opcrations or both are drawn.

Monte Curlo simulation was named afier the city in Monaco (famous fbr its casino) where games of
chance (e.g., roulette) involve repetitive events with known probabilities. The techniqr"re came into
existence in early 1900's and the main contributors are Von-NeLlmann, Ulam and Fernil.'lhe
method has found useful in thc field of social science, rnilitary, industrial and business operations.

Dr. A. S. Ilouseholder defines Monte Carlo Techniques as thc device fbr studying an artificial
stochastic model of a physical or mathematical process. It is also opincd that tltese nrethods are a

combination of probability methods and sampling techniqLrcs providing soltttions to conrplicated

partial or integral diff-erential equations.

Monte Carlo methods are useful infollotving situations:

i. The cases where mathematical and statistical problems arc vcry conrplcx to cloal with.



lll.

iv.

Situations where it is not possible to have practical experience since the physical system may
not exist.

To study transitional process.

To estimate parameters of the model.

To construct the functional form of a model.

To create course of action that cannot be formulated into a model.

General procedure of Monte Garlo Method

The method uses random numbers for generating some data by which a problem can be solved.
These random numbers are used in creating a new set of hypothetical data of a problem. This is
based on past experience. If nothing of the past is known randomness can be assumed for the
problem. The Cumulative Distribution Function (CDF) is the basic and most important instrument in
the use of Monte Carlo methods. This probability function gives the probability of falling within a
given interval and the next higher one. Monte Carlo technique involves the assumption of probability
distribution for variables at different stages of the process. Using random number tables
representative samples are drawn from the distribution and numerical realization of the process is
built.

To simulate the process we use following steps:

i. Prepare CDF for the process using past experience or knowledge about the process.

ii. Select a sequence of random numbers from random number tables.

iii. The random numbers so obtained are taken as cumulative probabilities.

iv. These cumulative probabilities.are compared with CDF.

v. The range in which the probability falls, corresponding X value is the desired sampling value.

Note that in Monte Carlo simulation, the entire system is simulated a large number of times. Each
simulation is equally likely, referred to as a realization of the system. For each realization, all of the
uncertain parameters are sampled. The system is thdn simulated through tirne using given set of input
parameters such that the performance of the system can be computed. This results in a large num|er
of separate and independent results, each representing a possible 'Tuture" for the system. The results
of the independent system realizations are assembled into probability distributions of possible
outcomes. As a result, the outputs are not single values, but probability distributions.



Model Sampling from Discrete Distributions

Consider a discrete probability distribution such that the random variable X assumes values
xt, x2;. .., xp with probabilities Pr, pz, ..., pr. To draw model sample of size 'n' follow the steps..given
below:

Obtain the cumulative distribution of X, F(x).

i. Use random number tables and select a set of 'n' random numbers having 4 or 6 digits.

ii. Represent these random numbers as random probabilities, say LJi, i = l, 2, ..., n.

iii. Compare Ui with cumulative probabilities in the given distribution.

iv. Find two successive F(.) such that F(x; - 1) < U1 < F(x;), then select xi as sample value.

v. Continue the procedure till you get a sample of size 'n'.

Examples

1. Draw model sample of size 8 from the distribution of X given below:

Solution

We proceed as follows:

+F(xl rf$tlarriiCldd

1 0.'t2 0.12 0.0347 u < F(1) 1

2 0.25 0.37 0.9774 F(4)< U < F(5) 5

3 0.39 0.76 0.1676 F(l)<UsF(2) 2

4 0.16. 0.92 0.1256 F(1)<U<F(2) 2

5 0.08 1.00 0.5559 F(2)< U < F(3) 3

0.1622 F(1) < U < F(2) 2

0.8442 F(3)<U<F(4) 4

0.6301 F(2)< U s F(3) 3

Hence the model sample is 1, 5, 2,2,3,2,4,3.
(Table XXX[. Random Numbers (I), Column - 1, Row - 1, Selection columnwise)

This procedure can be used to draw model samples from standard discrete distributions
Discrete Uniform and Binomial Distribution.

such as



2. Let X ---+ DU (8). Draw -oa.-"-pte oirir. 10. Also find mean of the sample d."**
Solution

Here the probability disrriburion of X is given by

Now consider

fii iEff]+l;i.#

1 0.125 0.125 0.5374 F(4)< U < F(5)

2 0.125 0.250 0.6338 F(5)<U<F(6) b

3 0.1 25 0.375 0.3530 F(2)<UsF(3) 3
4 0.125 0.500 0.6343 F(5)<UsF(6) 6
5 0.125 0.625 0.9825 F(7)< U s F(8) 8
6 0.1 25 0.750 0.0263 u < F(1) I

7 0.125 0.875 0.6455 F(5)< U < F(6) 6
8 0.1 25 1.000 0.8507 F(6)<U<F(7) 7

0.5854 F(4)<U<F(5) 5

0.3485 F(2)<UsF(3) 3

Total 50

(Table XXXII' Random Numbers (II), Column - l, Row - 1, Selection columnwise)
5n

The mean x =fr = s.

3. Draw model sample 
"fcompute mean and variance for the model sample.

Solution

Here the probability distribution of X is given by



Now consider

0 0.0467 0.0467 0.1027 F(0)< u s F(1) '|
I

1 0.1866 0.2333 0.2841 F(l)<UsF(2) 2 +

2 0.3110 0.5443 0.3421 F(1)<U<F(2) 2 4

3 0.2765 0.8208 0.6181 F(2)<UsF(3) .t o

4 0.1382 0.9590 0.61 15 F(2)<U<F(3) 3 o

5 0.0369 0.9959 0.9'176 F(3)<U<F(4) 4 16

o 0.0041 '| 0.0097 u < F(0) 0 0

0.3646 F(1) < U < F(2) 2 4

Total 17 47

(Table xxxIIL Random Numbers (IV), column - 1, Row - l, selection columnwise)

17
Themean, x - ;= 2.125.'6

The variance is given by

n

L^'
. i=l -zo'= -*;-

47
= B 

_ (2.125)'

= 5.8750 -4.515625

= 1.359375.

6. Gomputer Aided Simulation

Following picture of MS-EXCEL shows options for simulation of data from Uniform, Normal,
Bernoulli, Binomial, Poisson, Patterned and Discrete distributions.



Examples

1. To generate sample from a discrete distribution
i' Enter the values of random variable and corresponding probabilities in two columns ofspreadsheet.

select tools menu. In which select Random Number Generation.

Get view of the window.

Enter number of variables: say l.
Enter Number of Random Numbers, size of sample.

Select Distribution: Discrete.

Enter parameters: value and Probability input range. Enter the starting and end cells ofprobabiliry distribution.

Enter random seed.

Specify output range: an empty cell where output is expected.

Get the random sample.

vlll.

ix.

x.



Following is output of a simulation from discrete distribution.

2. Draw a sample of size 20 from DU (8).

In this case we use the above procedure with P(X - x) = 1/8; x = l'2'3' ""8'
Following is the result.



3.

i.

Draw a model sample of size 25 from 8(6,0.40).

In this case we don't need to specify the possible values of the random variable and
corresponding probabilities.

i. Select menu Tools.

ii. Select Random Number Generation.

iii. Enter number of variables: say l.

iv. Enter Number of Random Numbers, size of sample.

v. In Distributions select Binomial.

vi. Enter the value of 'p'. Here p = 0.40.

vii. Enter 'Number of trails', the value of ,n'. Here n = 6.

viii. Enterrandomseed.

ix' specify output range: an empty cell where output is expected.

x. Get the random sample.

Following picture shows the result.



i-qJ..F-m$i$,,-l

,iirlXirlirli(iiil i .i .ili i,; il:i,FfoP,iiiiii;jlir

2 0.027778 0.018

.t 0.055556 0.047

4 0.083333 0.089

5 0.1111'l'l 0.1 18

o 0.1 38889 0.159

7 0,1 66667 0.156

8 0.1 38889 0.127

I 0.111111 0.1 10

10 0.083333 0.083

1'1 0.055556 0.063

12 0.027778 0.030

Following is an output of simulation related to
below gives the exact probabilities of Z = X +
corresponding simulated proportions.

rolling of two dice 1000 times. The table
Y, sum of numbers on upper faces and

The diagrammatic representation of the same is given below:

7. Merits and Demerits of Simulation

Merits

i. Simulation techniques are easier than mathematical models.

ii. Simulation techniques provide solutions to complex process which otherwise may not be

represented mathematically.

N
o-

0.18

0.16

0.14

0.12
0.1

0.08

0.06

0.04

0.02
0

s P(X=x) r Prop



vl.

It is less time consuming, inexpensive and gives better results as compared to
experimentation.

It can be used to verify the accuracy of an approximate solution to the given systefn.

It is widely accepted and understood by a common man because rigorous mathematics is not
involved.

With the aid of computers in simulation it has become very easy to study the results for huge
data set in very short time.

Simulation study is repeatable hence one can get complete control over the development of tn.lmodel. l

Demerits

i. It does not produce optimum solution.

ii. Each simulation runs like a single experiment conducted under a given set of condition
therefore it is unable to describe each and every characteristic ofreal-life experiment.

iii. Simulation involves repetition of an experiment hence it becomes time consuming when
conducted manually.

iv. whenever the situation can not be quantified, simulation is not possible.

v. One may unnecessarily rely more often on the simulation technique as it is simple in
adaptation although the mathematical model is more suitable in the situation.

ExencrsEs
1. What do you mean by 'simulation'?
2. Explain simulation. State its merits and demerits.
3. Explain the concept of pseudo-random numbers. How they are generated?
4. Explain the use of computers in simulation.
5. Explain the procedure of drawing model sample from discrete uniform distribution.
6. Explain the procedure of drawing model sample from binomial distribution.
7. Draw a model sample of size l0 from DU(s). Find mean of the sample.
8. Draw a model sample of size 15 from B(10, 0.60). Find mean and variance of the sample.
9. Draw a model sample of size 50 from DU(12) using MS-EXCEL.
10. Draw a model sample of size 100 from B(S, 0.+1 using MS-EXCEL.

(r/o
ur$r0rl
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